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This aocumant describes a proposed nea i2sign for the
[/70 daemony to be complated by the fall of 1373, Tha Jdocument i3
ilvided into the following sections?

I. A brlef descriptlion of the proolems ora2senteti vy Tha
current Imolemantation of the daemon

II. A summary of the ways In whilch the orocosz231 dqesign
attempts to correct thase problems

IIL” An overvies of the new deslign

3
t
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IVe A descriptlon of the Oxerations lInterface to tna daemon
under the Yew design

Ve The “hilstory"™ of a dprint rejusst undar tha new design

VIe A more detallied discussion of many features of the new
implementationy Including the management of "device
drivers'y, console input and output, and th2 haniling of
errors and abnormal conditions.

This document assumes some famillarity wlth the present
implementation of the I/0 daemon. It should be noted that tnhis
Jocument overrldes MSB 106 {Joeratlon of Remote Pariphersl
Devices) in all cases where they disagree.

PROBLEMS WITH THZ O0OLD I/0 DAZIMON

The present Multics 1I/0 daemony with ona indaeapendent
process per printery, has a number of baslc problems. The most
serious of these are?

1) All I/70 daemon processes ar2 driven by the same generallzed
queues, At prasent thls results In lnconvanlence, since a
daemon which is only running a oprinter c¢an raceive ounch
requests, and vice wversas wlth the advent of remote
printersy it will bacom2 an iIntolarable difficulty.

2) The tack of systematic communicatlon between two or more I/)
daemon processes requires ramoviny each request from t he
queue pefore it Is performedsy to 2nsure that no raquest is
cerformed more than oncee This requlres special pracautlons
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to avoid losing requests ahlch are In projress at the tima
of 3 system shutdown or crashe

3) As a resulit of >roblems 1) and 2) above, regu=2s3sts whicn
cannot bpe processed when they are raceivaed (for z2xamole,
punch requests recejved by a daemon which nis not attached
a8 punch) must b2 replaced i tha queue Dy th2 dgemiIn [ts214f.
This degrades orlorlty schaduling and results In inaccurate
accounting.

) Although each daemon process can run both a print2r ang a
puUNCNy, it cannot run them simultaneously’ the printer |s
idle while the cunch Is runningy and vice versa.

5) Once a request |s completed == or Is bellevay by tna daemon
to be completed == it is gone. It a3 orintar, for example,
has peen having rlbbon or p3aper problems for the s3st four
requests, and no one (Including the printer soffrware) has
noriced Ity the only renedy Is to resubnit the rejuasts.

The new desizn attenpts +to solva al af tha
abovementioned problems, The central feature of this dJasign is
the concept of gne cantrail I/70 daemon processy called tne *"I/0
Coordinator®™ {or "1/0 Daesmon Coorilnator*)y and 3 lot of
subordinate processes called "device drivers.'" Each driver wlll
run one devicey and will be fed reguests one 3t a time by the

coordinator. This design meets the above proolems as follows?

1) Each "device class" Is fed from a separate gueue (or grouo
of priorlty-ordered queues). A “device class" Is considered
to be a pair ({daevice type, locatlionl]} e«ges ‘"on-slite
printer' would e one device classy "on=-slite punch' would be
anothery, "remote oprinter at CISL"™ would dbe a thirdy etc.
There can be any number of devices In a glven class) gach
device would nave Its own "“drliver"™ process, but they would
all be fed from the same set of queues. The dprint command
will place rejuests 1In one queue or anothar In accordance
with a new *“=device™ ("-dv") control argument.

2) Requests are read from the queues by th2 coordinator oniy,
so there lIs no dupllcatlon oroblems A request Is not removed
from the queue until agfter Lt has been -ompleted.

3) No attempt will De made to s>rocess a rejuest unless there is
a driver (and a device) walting for 1It. Besldes, since
reagquests are not destroyed until they have oeen performed,
there 1Is never any necesslty for the da2mon to replace a
request In the jueue.

i) In generals no two devices wilill be run oy tha 3sama driver,
S0 there Is no reason why two essentlally Iniependent
devices cannot run (effectively) sinultaneouslye. (The
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speclal case of a remote printer=-punch comoilxation, wahich i3
not strictly speaking tw> Ind2pendent davicas, Al opa
discussed later in this document.)

5) Each request, after completion ani deletlon fromn th: gJuaue,
will be chained on to a scecial list for 31 fixa2d o2ricd of
time (llke half an nour). Such a reguest will D2 rapzataote
any time withln the speclfied |imijt (out will ngt be
automatically radone if the system Crashes wnila It is in
the list). Half an hour after the comoletjion of =2acn
requesty an ala~m will g0 offs and the oldest requ23t in the
list will be deleted.

We have consldered the posslibliilty of ooerating the
varlous devilces from a single orocessy but this laaza introduces
several problems which are unlik2iy to be solved by thz time that
de wlill need the new daemon to run remote devices. In particutar,
such a deslgn would entall elther the development of a new
asynchranous I/0 Interface or the lIntroduction 2f sudtas<s within
a process (or poth). Implementation of poth of tnese faiaturss is
pelng considered for the future, andy once they are avajilaple, It
will probably not be excessively difflcult to adapt tha deslgn
lescribed herein to a single processs

OVERVIEW OF THE Nz W DAEMON DESIGN

The I/0 coordinator wlll be drlven Dy wakeups coming

“from two dlrectlions?t from the varlous device drivers (inaicating

that they are ready for worx) and from dp~int_(announclng the
3ddition of new user requests to the queues)., The dprint_ wakeups
are essentially 13nored unless there Is a3 device of the
approprlate class walting for wo~k$ to facliltate thls procedure,
the drivers will slanal TtThe cdordlinator over hilgher=-priority
channels than those used by dpriat_. (1)

The coordinator process wlll have 3 procaess=group ld of
I0.SysDaemon.z and will pe c¢c~eated In the same manner as the
oresent I1/0 daemon (oresumablys In most casesy as part of an
axec_com executed at system-start-up time)e. Qrluer orocesses
All) be called OQOuftput.SysDaemon.z (2) and wlll be craated by

(1) The overhead assoclated wlth an lgnored event waxeup Is very
smaile. It Is estimated that even on a very ousy system, I/0
Jaemon requests are Junllkely to zome In at a faster rate than one
avery 15 secondss whereas the ¢cpu tilme requlired to raspond to 3
wakeup on an event walt channel iIs about 8 millisaconds.

(2) Drivers that run remote devices belonglny to wusers may be



¥SB = 109 -

PROPOSED NEW I/0 DAZMON DESIGN (/27773
Jperator '"loyjin" commands.e Tha operator will suDs2guant iy
instruct the arlve~ process elther to attach 3an on=s1t2 awvice
and beyin worky or t> walt until it r2celves a3 "diszsl"™ <connanid
ver one of a spaclfied group of lines. (Whan it raecrives; thn:
"dial* commands the drliver will do further cnacking, sucn as

ensuring that the devlice is ot the correczt tyoe, ani o331y
requesting . a passwidrd.) (1) Input to and oi4tput froaom thnasga

orocesses will pe routed through the Message Coor tinator: the [/)
coordinator will nhava '"source"™ [d of "io" anid «e3ch irivyar®s
source ld will pe th2 same as Its device la.

Once a drilver process 2xlistsy the ~unning of th:r dovice
aill oe largely auytomatlcs operator iIntervention wiitl only D2
requirea In speclal circumstances. Such ogerator commanis as 3rz2
required will generally be addressed to Individual drivars: the
most usual method for lssulng such a command will 2e t3 tyne it
on the daemon consola (which might pbpe any of several consates) 1o
oe read by the driver whan it Is next ready (se2 o2iow).

OPERATIONS INTERFACE

{Note?! Thls section does not Include the speclal Randling
required for a ramotea orintar/punch combination, which ls
descrioed In MSB 106.)

The coordinator will normally oe lo33ed in
automatically in the course of system start-upy Dut [t can alsn
oe logged in manually from any console connacted to t he

Initlallzer through the messag2 coordinato~y In tha sam2 manner
as the present I/0 daemony isee. 2y typing?

login IO SysDaamon lo

out this command will be accepted only if tha coordinatar is not
already logged In,

A driver process 1Is Zreated oy typln3 (again from the
initlalizer console)?

login Output SysDasmon DEV_ID

jiven different projJact 1d*s for accounting purposesy tna detalls
2f this mechanism ar2 not fully worked oute

(1) Presumably soma of the drlvers will be brougnt up at
system=start-up tima as wel ly the instructlon to start work or
Aalt for "dlal* will then be <canned [n system_start_uo.ac or

admin.ec,
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which will create a orocass to run device DEV_IOd, and jive [? i
source name of DEV_ID. (The device class name will 22 izmpliog oy
the device [d == @4,9.,y the first four characters 2f tna javics 1
night identify tne device class.) Tnis process will sij3nmsl 1n.
coordinator when it is ready to ~un (elther immadiartaily or  ancs

It recelves & valld "dlal*" commard from the specified H1avici).

The coordinator will inmedlately start fecijing reruasts
from the aqueues for that device class to the irlver, ~n.an Al i
execute them on the speclified device. If the operator wisness to
tyoe further commands to the drivery h2 shoutd tyoa:

r DEV_ID COMMAND_LINE

It the driver is [iley it will recelve the command ian23iataly?
It It Is processing a reguesty It willl recelve tha conmaniy when
the current request iIs finished.

The commani thus input can b2 any one a2f the folluaing?
detach

thls command effectively detacthes the device and disaoles the
drlver. It can be used when some temporary problem arisas on the
devices The drlver Is inhilboited from racelving outout raguests,
put Its process Ils not destroyed.

attach

This ls used to undo a previous "detacn® comnands It restores the
Jevice to service and enabies th2 drlver to ~ecelve requasts from
the coordlinator. 1t nas no effect on an aliready attached irjver.

logout
Thls command is used to termlnata the drlver procass.,

restart

This command causes all reguests performed by this driver whicn
are stiil avallabiay startling ~ilth the one to which it assigned
the identiflcation number ny to oe redone. All Jevices of the
same class will be 2ligible to 2erform these restarted requests,
and they will take priority over regularliy=-queued requasts.

If It is nacessary to Interrupt a derlver in tha mjiddlie
of a request (for exampley, Iif a print request Is producing reams
of yarpvage)y, a QUIT should be signaltted oy typlinat

quit DEV_ID
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Printing (or punching) will bpe suspendad, and: tne drivaer will
awalt a further commands This command may Dbe any of thos2
Jescribed abovey In which case the driver wlll denava as (f the
“kili1"™ command described pelow had baen input, 3and tn2y pracead
to execute the command typed. In addlitiony, any of tne following
commands may be typed (again In the format "~ DEV_ID COMMAND'™) ¢

Kiti

The current reguest ls aoorted, but 1ls savael [n Tthe i3t c¢f
restartable requests, The drlve~ proc2eds to th2a 1ext reguest
(if anY)o

cancel

The current request 1s apbort2d, but [s ngt sived, Tha driver
proceeds to the next request (1f any). :

restart

If Input nlithoul an argument, this command <caus=2s tha current
request to be restartad from the baglinning (as If it nad Just
oeen racelved from the coordlnator).

THE HISTORY OF A4 DPRINT REQUEST

A user entars a dprint request in the 3ame manner as
before, except that ~an additional optlional control argument
("=-device” or ™=dv"™) may beé included. (Thls argument actually
specifles a device glasss! The request will 2e pltaced In the
message segment whicy represants the speclifled prlority jueue for
the speclfled device classy (1) and a wakeup wllt be sent to the
coordinatore. The avent message will tell the coordinator whicn
Jdevice=ciass queue to inspect, and the event channel will
identify the priority of the request (as it does now).

The coordldator will flrst of all ascertain lIf there is
a driver of the specifliad class waltling for worke If there Isn®t
3Ny, It will simply leave the rejuest in the. queus for later

processing and go bDlocked again; t he request will- not be
processed unt]il a driver asks for work. s

(1) The *-devlce™ control argunent willi, of course, have a

Jefault value, which willl prooably direct output to an on-sjite
printer (or punch). The number of priority quaues, instead of
oelnyg flxed at three as at oresent, wllil prooably b2 mate an

installation parametar,
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It a ariver of the rignt <class 1is Naitinag, T ha
coordinator will real a reguest from the spreclifiad queuz. (1) At
this polnt it will allocate a jascrigtar for th2 reju2st, wnicn
includes the return argjuments from the mness3je_segn:int_irosy
calls (These argumentsy in turny include a pointer 13 tn> Me35ay2
itselfts) Other Information olaced in th? jescriptor by tha
coordinator Includes the device id of the driver to whicn it nes
oeen assigned, and tha priority quede from which it N33 Ta<aone
The coordinator then sends the driver a wakeup over an zvant call
channel; the event nassaje Is th2 word offset of the J2scriptor
in a predetermined communication sagment (wnich the driver
initiateo when it fl~st came up).

The drivery whan It receilves the wakeup, will procass

the request In much the same way as the currently-existiny I[/2
Jaemon, Including access=checkinji and accountingy. (Lt Nill not
Jelete a flile for which the "-jelete" optlon ~as soacifieds) It
wlll also tl1| In additional information  iIn tha rzquest
descriptors including the reqguest®s sequential ldentification
number and varlous status Information (such 3s aonarmal [/D

status codesy Indicators. of whether the ~equest was <illed or
cancelledy etcel)s Whan it has flnishaed printing (or puncning) the
request, It sends a ~akeup to tha coordinatory, passinj it the
2fftset of the request descriptor in tha 2vent messaga.

When fthe coordinator recelves this wakeup, it will
record the clock time In the request descrilptor, and thrz2ad the
Jescriotor on_ to tThe end of a (ist of completad requasts. (The
coordinator keeps static polinters to the head and tail of this
lists) It then sets an alarm to go off nalf an nour (or whatever
other interval is chosen by the [nstaliatlion) of clock time later
for removing the descriptor from the '"completed" Ilst. It s at
this polnt that tae request itself [ls delated fron tnhe message
segment. Nowy it the driver nhas iIndicated that |t is ready for
more wor<sy the coordinator will 1Inspect the hignest prlority
jueue for that devic2 class. If there Is a request In that queue
after tha one whizh It had remembered as "last re3ad*, it.reaags
thils reguesty sets ud a descriptor for It, and passes It to tha
driver; otherwise It repeats the process with the n2xt lower
priority gueue, and 30 on, until elther an unprocassed raquest Iis
found or all queues for the device class have bean laspacted.

our orlginal raguest, meanwhile, is sitting in the
“completed" iist. If the drlver that performed it raceives the

e —— —— o ——

(1) The request read will not necessarily be the one for whicgn
the most recent wakaup was sent. The coordinator keeps 3 racorid
of the unique 1d of the Jast message processad In each jquaue and,
nhen called upon to Inspect the jqueue  agaln, simply raads the
pext message (If the last-read message nas o2en delated, th2
first message In the queue ls read).



MSB =109 -8-

PROPOSED NEW I/0 DAZMON DESIGN ' 7/27/73
operatcor command "restart 0y wh2re g is less thayr or 13Ua | 1o
th2 identificatlon numoer of sur rejuesty the coo~ain3tor will
feed all drivers for that device class from the “comalatz2d" iist
rather than from the message sejnent gueues, untlil all suovseguent
requests orlginally processed by that adarlver {(lnctuting sur
friend) have been redone. (Descriptors marked as “restartad" asre

not rethreaded ints> tnhe “complated" list, out are fteft in their
arlginal positlonss nor is a new alarm set aftar a rostarted
reguest Is finished.) " ' ‘

When the half~hour alarm (sat at the orilglnal
completion of our rejuest) goes o2ff, the coordinato~ wilii frea
the ftlrst descriptor on the "comoleted" list, along wlht witn |15
associated messagey unless that reguest Is currently oveing
redone. (Before ¢tha descriptor and message are frea2d, the
*-delete” optiony 1f speclifieds, 1Is honorads) Slnce tnere is a
one-to-one correspondence beftween request completions and 3larms,
the *“completed"™ 1ilst will not plie up lndefinitaly,

If when tn2 driver orliginally wakes up the coordinator
on completion of 3 request, it Indicates that the raguest was
cancelled (by an operator "cancel'™ command), tha rzquest
Jescriptor is npat threaded Into the "complet2d"” Ilist} Instead,
after deleting the massaje from tne gquaue, the coardlnator frees
the request and [ts descriptor immedliately.

FURTHER IMPLEMENTATION DETAILS

1. Initialization of drive-~s.

‘When a drlver process Is ready to run, a special
inltlalizing procedure Is Invokeds Thls procadure will be
responsible for craating an avent call channal over whlch the
coordinator may signal tnhe drlve~, as well as Iniflating alt aata
segments that will pe used In communicating witn the coardinator
(these segments contaln such things as structures descrivbing
individual driversy ~equest messigess reguest descriptors, etc.).
In additions it will attach lts device through a O0IM whose name
is kept in a statlic table of device-class~ and Jevlice=-depsndent

informatlone. Once it nhas done these things, It wltl olace lts
.devlce ld and the nama of the event channel In a resarved area
(which it will lock from other d~ivers) and send a wakeup to the

coordinator along an avent c¢all channel providad for Informing
the coordinator that a new drilver process has be2n craated, It
then goes plocked walting for the <coordinator to finlsn
initlallzing the driver descriptione. ‘

The coordivator, on receiving the wakeup, allocates a
structure * for communlcation with the driver, In whlch it places
the drilver®s process ldy the nam2 of the channei ovar which it
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2xdoects 15 dbe woken up between rzquests, and tha informition tnst
A3S provided by tne driver. It sends a wa<euod to tha driver th
Jive it the offset of this allocated structu~as tne arjiver then
ynlocks the area where it put Its device lagy etc.

2e Input to drivers

Once the drlver process has bdeen Inltislized, it shoul i
always be doing one of two things: 1) performing 3 print or punch
request, ofr 2) walting to be seat a request from tha cosraginatcor
or a command from the oparator, Ahichever happens first. It is
not Jdesirable for tne cooralnator to allocate a jescriotor for 3
request untll it Kknows there ls a drlver ready to oracess it, nor
do we wish to send a request fo a driver which has na2anwhile
started to process operator Iaput. Thereforey, whaen the ariver
goes blocxed for operator input petween requasts, it mJdst have
some way of waking up again |if thare Isn*t any. Since the
solutlion to thls prodlem is rathar trickye 1t Is oresented In
Jetall belows ,

(1) Before it starts processing coordinator reguests for the
first time, the driver 2stablishes an avant call channel
over which to slgnal [tself, and issues a wakeup over this
channel. It than calls los_gread, thereby effectlvely golng
blocked for Inpuyte (1) If tnere Is any input, los_3read will
return to the driver procedure that cailed ity If noty the
process wlli receive the evant-call wakeup.

(2) Upon reéeivlng this wé(eup, the driver willl send a  wakeup
to the coordinator indlcating that [t Is reaiy for work. It
will then execute a return (to loc,)o thus golng blocked
again. -

(3) The coordlnator will check to  see 1f It has 3 request
avallable of the device class assoclated wltn the drjver. If
it has oney, it checks a blt In the drlver®s communlications
structure to see If the driver s still raady (since |t
might bhave received lnput In the meantlmel)ls If It 13 ready,
the coordinator sets another blit Indlcating that It Is about
to send the driver a request’ 1t than allocates a descriptor
tor the reguest and sends .the driver a wakeup. :

(+) If pefore receiving iIts owy call wakeup the drliver Jets its
input from los_gread, It wlll turn jts "ready" bit off and
procass the ooerator zcommande If the command was "restart
n" it wlll send a wakeup along a speclal "restart™ channel,

(1) In the case of some devices, such as the G115 (and nhence the
dohawk 2400), the DIYM must go blocked and wake ltself up azain at
regular intervalsy, but the net effect Is the same. ;
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and then g0 Dplocked for <coordlnato~ reguestss If It was
“detach™ it will detach the device and wait for furtner
operator commands (presumadly 2lther “attacn® or “loygout')t
it 1t was "logout'" 1t wiil 1og out. When the Jrlver nas
completed processlng the conmand, It will Issue anotner call
to ios_%read and go blocked agaln.

(%) When woken wuo by the coordinator, the arivar, 3fter
performing the output rejuest, sends ltself anotner call

nakeup (as before the first call to los_$r=z2au)ly 3Ny JOES
blockeda agalne Anen 1t recelves thils call (or ooderator input
if any) It wlll send a wakaup to the coordinator to tell it

it has completed a request (so tha coordinator can tnresd
the reguest descriptor onts> the "“saved" list aad Jalefte the
request frmom the queue).

(6) IA the special case where the drjiver recelves oJperator

input atter t he coordlnator nas already .3et  the
“request=pendini™ blt as described In paragrioh (3) avove,
the driver will pretend that [t recelved the Inout after

completing the next request. It does ¢this by setting an
“input-pendlng” flaj and than golng blocked on an avant-walit
channel. After ||t performs the output request in response
to the coordlnator®s call wakeups If the “inputepeniing* oit
‘Is ony, It sends iftself a wakeup over thls event channel
{petore sendiny ltself the call wakeup as in paragraph (5))
and process the input as descrlbed In paragraph (4).

Since event walt channais will hava priority ovar event
call channelis, the driver will always receive its input
aventuallys In the case of urgent Inputy the operatar can send a
QUIT to the driver as descrlded aboves In which case It will walit
for opearator lnput onlye.

Appendix A contalns flaowcharts which may clarify the
algorithm described above.

3. Remote printer/punch combination

This Is 3 speclial casey since from tne coordinator®s
polnt of view two devices of different classes ara Involvad, but
in point of fact only one >t tham can run at 3 time. The
procedures used by the driver for thls device will accordingly
appear to the coordinator to be two separate drilvers, one for the
printer and one for the punch; but thase two drivers will hapoen
to have the same process ldy and the oprocess in question will
ansure that no attempt Is made to run both at once (by never
-3etting itself “ready" for print and 2UNch requests
simultaneoustiy)ls In facty the ~elevant driver will be "“crested"
(as far as the coordinator is concerned}) when output for tnat
device Ils tirst requasted. In other wordsy when 3 $*$START_PRINT
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commang (1) is read In for the first timey, tha coordinator will

og informed of th2 'creation of a remote-orinter ariver s
simitariys when ‘the first $*3START_PUNCH command com2s in, tha
coordinator wiil be told that a orocess ls ready to run 3 renut=

ounche The $*$START_PRINT_PUNCH command wiltl sroduc2 31 “suncn
driver” If and only if there are no print rejuests oseniting, and
conversely for $¥$START_PUNCH_PRINT,

A tlag in the driver structure will Indicate anathar or

not the driver wants to e woken up afte~ a completa) rejuest
2ven if there are no rejquests osendin3t this will parmnit tha

remote oprinter/puncy to be r2ady for the second devic: if the
first one®s queues are empty.

CARD RIADING

There Is n> reason, actually, trat the cooardinator
should ever have t2> know about card=-reading. 4 *loglin' ccmmana
for InputeSysJaemon would cause 3 process t3 - be creatad whicn
Aould attach the c¢ard reader and wait for <ard Input, *“Detach®
and "logout®™ commands could be ivput to it In the same manner &s
for any other driver,

The card realder attached to a renot2 oprintar/punch is
agaln a silghtly specilal case. When [t receives a 3$*IREAD_CARDS
commandy the drilver process aAlll Indicate that nelther the
orinter nor the puncn is readysy and acceost Iinput from the reader.
The coordlinator wlll hear nothiny further from tha devic2 untii
output 1ls agaln requasted,. : ~

MESSAGES FROY THE OAZMON

The drivers wlill have several dlfferent kinds >f output
to oproduce (aside from the orinting and punching of user files)?
“"normal operation' messages ("Request 75.2% Printing
>doc>info>bugseinfo for Gintell Multics.,a", etc,.); warning or
“informatlon® messagas ("Enter requesti!'™, 'NO punch rajuests In
jueue', efc.)’ and error messages (whlcn category I[ncludes
juestions sent through command_guery_y Qe G “0a vyou wilsh to
cancel requast 75?"). These th~ee types of messiges may want to
3o to three different placessy and accordingly will be - written on
three different (or at least aifferentiy-named) strzams. *Normal
operation” messages will be written on “daemon_output®” and will
orobably be directad to a flie for later examination (lf anyone

(1) The commandJdgs® used to run the ramots printer/ounch are
descrioed In MS3 100ba
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is Interestead). Warnlng messages wlll be written on "usar_output”
anu should probably appear on a terminal, Error m2ssagyes ~ill teIE;
waritten on “error_jutput” and gyst 3appear o1 a taraninul., The
routing of all these streams will Dpe gerform2d tnrsuz~  7he
nessagye coordinators for davlces in tne macnlin2  ~oum,
*arror_output" andg possibly “use~_output" for a1l  drivaers witl
oresumably be directed to a singie consoles wh2rz2as for 3 ranots
arinter/punch they will most ilkely appesar o>n tnz2 printer

(although a terminal may pe dialad up Lt desired). (1}

The coordinator will prooably produc2 error messajes
anly: these will bz written on "error_output®™ 3and may o2 se0t 10
the same console as tha on=-site drivers® "arror_outuuat’, In
addltiony <certaln serlous error coniltions will e ra2coruay In
the system lcg (see 22low),

ERRIRS AND ABNOIMAL CONJITIONS

The primary goal 1In -nandllng errors arisilng duringy
Jaemon operation 13 to ensure that the requisitz irformation is
reported ahlle dalsruption of normal operations 1s kK20t to a
minimum, In any case where ~ecovery ls possiole, tha process
Anich encountered tha error will report and Zontinue its worx.

1. trrors whil2 processing a request

These will be handled very much as in the present
implementations, Missing or zero=-length segygments, insufficient
accessy efcCe will result In the ~equest belng skippedd I/2 errors
and wunclaimed signails during printing or punching {(e.gs
out_of_bounds becaus2 a segment ~as truncated or delated out from
Jnaer the daemon) wlll cause tha request to be apbpirteds In elther
casey the drilver will proceed to wake up the coordinator as if it
had completed the request, but It wlll also place a status/error
code in the request descriptors The coordlnator can use tnis codge
to decide whether or not to save the raqguest In the *“completed"
listy and also - In certaln cases {(2.3s *“device not attachea")
whether the driver s stlll usable. :

2o Space allocation problens

If there are a large number of very busy drivars, It I3
remotely possible that tne area used for reguest messagas will

jet fliled ups In tnls casey an error massage wlll o2 aritten on
“error_output'” and In the system loge The coordinator will then
(1) Similariy, onesjite device drivers will 3Jenarally read

“user_input"™ from tne same conssley and remote drivars will read
from the remote <¢ard reaier.

~/
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free the oldest regquest on the "“completea®™ Ilst (pr~oviidzad it is
not in the process of belng redone) and try tne allocatizn 535in,.
If Tthis =2rrcr recu~s frequently, it strongiy suggyasts s3om»
systematic probilem in the coordinator®s 30icea aliociticn
procecuress Similar considerations apply If the soace foar rejuzst
descriptors becomes fulle.

Se Message segnent prodlems

Handl ing of bad or incinsistant messaj: sagmants  will
be greatly facliltated by an entry point that [s oein) adasdg to
the messaje_segment_ projrams which will permit a sdufficisntiy
orivileged r(rrocess to find out It a messag2 sagment nus been
“*salvaged"”. Whenever the first driver for any glvan davice class
ls createdy the coordlinator will examine and reset the 'sislvagec"
oit In each of that class®s queu2s. If in readin3 a ragiest, tha
coordinator gets a code of error_table_gbadsag (indicating that
the message segment was found to> be In error and salvajzedl Jurinyg
that caﬁl)y It will try to read the rejuest 3jaine. If [t jets the
same codey it will complain loudly (sending B8EL cnharicters to
*error_output", for 2xamplie) and oehava as If the desirz23 message
Aas not in the quaue. Any ftime that 3 message sajiment s
dJiscovered to have obeen salvag2ad, 4 message indlcating fthat
requests may have begen lost Is arltten on *“daemon_outout'" and in
tnhe system loge If retries are rapeatedly unsuccessfuly the best
oet 1Is probabity to shut the daamon down and look at tne messaga
segment to try to flad out why it 1ls unusable.

It a messaje that had oreviously ba2en ra2aad is found to
pe missing when an attempt s mage to deleta [t >r ~2ead the next

message affrfer lty, tha coordinator wlll c¢chack to see if the
message segment was salwageds. If It was noty It is prooably safe
to assume that someone removad t he request (through the

cancel_daemon_request command) wiile it was 2eing performed.
G ODther errors In the coordinator

In the event of unaxplalned errors arilising in the

coordinator process f(unclalmed slgnals, unrecognlzed event
channel names, bad codes fron flile system primitives, etc.) a
messages will appear on "“2rror_output" and the coordinator will go

blocked walting for the next event it ls to servica, after doing
l1ts best to ensure tnhat lts data opases are In a consistant state.
Frequent occurrences of +this kind probtadly Indicata program
arrors in the coordinator itself.
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