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This oocum3nt jescrlbe> a oroposed new 
I/O daemon, to be comp lated oy tne fal I of 1373. 
jlvlded into the following sectlons: 

hsl:;1n for th~ 
Th= j ) c ,j iT'it. It l::; 

lo A bl"'lef description of the proolem; OrdS~,tdJ ov Th~ 

current lmolemantatlon of the jaemon 

II. A summary of the ways ln whlch the orooos~J aeslgn 
att~mpts to correct these problems 

III,. An ov~rvle"' of the new dasl~n 
'.'\( 
' 

II/& A oescrlotlon of the Ooeratlon; Interface to tna ddemon 
under the iew deslgn 

I/. The "hlstor-y" of a dorlnt l"'e:tuest und~r the n~w oesi-;in 

VI. A more detalled dlscusslon of Tiany featJre> of the new 
imp I ementat lon, lncl u:Hng the manage,nent ;,f "device 
drlvers", console lnout and output, anj the hanjllng of 
el"'rors and abnormal co,dltlons. 

Thls document assumes some famlllarlty wlth the Pl"'esent 
implementatlon of the I/O daem:>n. It shout d be notej that th ls 
Jocument overrldes MSB 105 (Joeratlon of ~eTiote P~rloheral 
Devices> ln al I cases where they disagree. 

PROB~EMS WITH TH: OLD I/O OA:MO~ 

The prese,t Multics I/O daemon, with one lnjapendent 
process per printer, has a number of basic problems. The most 
serious of these are: 

1) Al I I/O daemon processes are driven by the same generallzeJ 
queues. At pr~sent this ~esults in lnconv~nlenc~, since a 
daemon which ls only running a printer ca, racelve ounch 
requests, and vice versa; with the aj11ent of remote 
printers, lt wll I becoma an lntolarable dlfflcul ty. 

2) The lac~ of systematic communication between two or more I/J 
daemon processe3 reaulres re~ovln~ each reque3t from the 
queue ~~i~ it ls pel"'forTied, to ensure tn3t no request ls 
performed more than once. Tiis re1uires special orecautlons 
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to avold losl1g requests ~hlch are ln prJJre~s at the tlma 
of a system shutdown or cra>h• 

3) As a result of )roblems 1> and 2> above, re~udsts ~hie~ 

cannot oe pro:essed when they are racelvad (for dX~~ole, 
punch requests received by a daemon whlch n3s not 3ttacnej 
a punch) must ba replaced l'l the queue oy tn~ :jdern>r1 iL>dl f. 
Thls degrades orlorlty schadullng and results ln inJc=urdtd 
accounting. 

4> Although each d3emon process can run both ~ print~r and a 
punch, it can1ot run tham simultaneously; t"le orinter L; 
i:He while the )Unch ls run1lng, 3nd vl:e 11ersa. 

5> O"lce a reQuest ls completed -- or ls bet levej by tn<? d.Hirnon 
to be completed -- it ls gone. If a orlnt!r, for examole, 
has oeen having ribbon or paper problems for the J3St four 
req~ests, and no one (In: ludln~ the orlntar soft .. ore> nas 
no,~ced It, the only renedy ls to resubnlt the requests. 

The new jesl1n attenpts to so Iva al I Jf the 
dbovementioned problems. The :entral feature :>f this jasign ls 
the concept of ~~central I/O daemon orocess, c1l led the "I/O 
Coordinator 0 <or '"I/O Oaamon Coor Hnat or"), anj ~ lot of 
subordin.ate processe> cal led "devlce drivers." Each drlver wl 11 
run one device, and wlll be fed re~uests one at a tlm~ by the 
coordlnator. This design meets t"le above proo I ems as fol l;:>ws: 

1> Each 11 device class 0 ls fed from a separate ~ueua br grouo 
of priority-ordered queues>. A "device class" ls consldered 
to t:> e a pair C de v 1 c e t f p e , I o cat ion l ; e.g. , "on- s l t e 
printer" would :>e one device class, "on-site punch'" would be 
another, "remote prlnt~r at CISL" would De a thlrd, etc. 
There can be any number of devices In a glve"I class; eac~ 

device would 1ave lts own "driver" process, but they ~ould 
al I t:>e fed from the same set of Queues. The dPrlnt command 
wl 11 pl ace re::iuests In 01e Queue or anothar in accordance 
w l th a n e w "-de 11 i c e" ( "- d v "> c on tr o I a r g um en t • 

2> Requests are read from the ::iueues by th3 C;>ord! nator on I y, 
so there ls no jupl)catlon oroblem. A reQuest li not removed 
from the queue Jntll aitw: it has been :ompleted. 

3) No attempt wlll be made to 'rocess a reluest unless there ls 
a driver <and a device) waltlng for it. Besijas, slnce 
requests are not destroyed Jntll they have oeen performed, 
there ls never any necessity for the da~~on to replace a 
request ln the ::iueue. 

<t> In general, no two devices ~111 be run oy the same drlver, 
so there ls 10 reason why two essentlll IY lnj~pendent 

de v l c es cannot run < e f f e: t i v e I y > s 111 u I t an e o u s I y • < T he 
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special case of a remote prlnter·ounch :omoi~3tlon, 
not strictly speaking tw:> lndapendent j~vl:es, 
discussed later in this doc.Jment.> 

7127173 

rll"dct1 l:> 
.-.111 [J~ 

5) Each requ~st, after completion anj deletion fro~ t~~ Ju~ue, 
w LI I be cha l ne d on to a s:> e c i a I I i st f or -i f b:;,: j :J .:! r lo j u f 
time <I ike half an nour>. S.Jch a reoue:st wll 1 b~ r ~p0-_jt::io 1-: 
any tlme wlthln the specified limlt (o..Jt will QQ1 be 
automatically radone If the sYste:n ere.shes ..ir"llle lt l:. in 
the 1.ist). H;;i I f an hour a ft er the com.JI et l 01 :;f ~acn 
request, an ala"m will go off, an,j the oldest raqu,~:;t ln Th;;: 

Ii.st wll I be deleted. 

We have co,slddred the posslbl lity of ooer3tlng the 
various devices from a single orocess, but this ldaa lntrojuces 
several problems which are unlik:!IY to be solvej oy the time thC:1t 
"'e wl 11 need the new daemon to r.Jn remote devices. I"l o ~rt icul ar, 
such a d~~lgn would entail eltier tne develop~ent of a ne..i 
asynchr~~ous I/O Interface or the Introduction Jf suotas~s within 
a process <or ooth). Imolementatlon of ooth of these fa'3tur~s ls 
oelng considered for the future, and, once t'"ley 3re avall:rnle, lt 
"'I I probably not oe excasslvelv difficult to adapt th~ deslgn 
jescrlbed hereln to a single pro:ess. 

OVE~JIEW OF THE ~EW DAEMON DESIGN 

The I/O coordinator will be drl~en DY wa~e~os comin~ 
from two directions: from the various aevlce drivers (inJi:atln~ 

that they are ready for worK) a"ld from dp"!nt_Cannounclng the 
addition of new user reQuests to the Queues>. Tne dprint_ waKeups 
are essential I y 11nored uni ess there ls a device of the 
appropriate class waitln~ for wo"k; to facllltate this procedure, 
the drivers wll I sl~nal the C:>ordlnator over hl~her-oriorlty 
channels than those used by dprlit_. (1) 

The coordinator procesi wll 1 have 31 process-group Id of 
IO.SysDaemon.z and wl 11 be c~eated in the same :nanner as the 
present I/O daemon (oresumably, In most cases, as part of an 
exec_com executed at system-start-up tlme>. ~c..LL2c orocesses 
14111 be called Output.SysDaem:>n.z (2) and "'111 be created by 

(1) The overhead associated with an Ignored event wa~eup ls very 
smal 1. It ls estimated that even on a very ousy system, I/J 
jaemon requests are .JnllKely to :ome ln :it a faster rate than one 
every 15 seconds, whereas the cpu time required to rasoonj to a 
~akeup on an ev1:nt wait channe I is about 8 ml 11 i saco,ds. 

<2> Drivers that ru"l remote devl:es belongin~ to users may be 
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J per a t or 11 I o J i n 11 comm ands • T h :! o o er at or w i II s Jo ; ,~ .Jd ~ ri t I / 
instruct the arlve"' proct::ss either to attach 3'1 on-;J.t.:! i,:vic2 ~ 
Jnd be;,1ln work, or t) "4alt u,,til it r·dce!ves d "dl?l'' cJ·nn,4r,j 

.)Ver one of a spaclfied group of lines. (Wh~n it ra::'ivc; tr~ 

••dial" command, the jriver will jo f1Jrth~r cnacKl"'lg, ,;ucn .:.;; 
ens u r J. n 9 that the de v l c e is ::> f t n e corr e: t t y:) e , a ·1 j .) ·):. ; J. :J I / 

r e q u e st i n :J a pas s· r1 J r d • > < 1 > I n o u t t o an d o J t P .J t f r J ii r ., ·' ::. ·; 
orocesses wll 1 oe ro..1ted through the Message CoJr Jlnat )r: th~ II) 
c o o r d i ri a t o r rd I I ha v ~ " s o u r c e " l d o f " i o " a n j <.: 3 c " t r· i ·J '·" r • ,; 
:i0..1rce ld 1'4111 oe th:! same as it:; device la. 

Once d arlver ~rocess axlsts, the "'unni~~ ::>f t"'l] u~vic~ 

"' i I I o e I a r <:J e I y a ..1 t o m 3 t 1 c ; o o e r a t o r l n t e r v e n t 1 .J n .-i i I I .:i ~ I y o ~ 
requirea in special circumstances. Such operator co~~3,j~ ai 3r~ 

required will generally be cddressed to individ.J:tl jriv~rs: th~ 

most usual method for issuing ::uch a comma1d "'i 11 ::>e tJ tv:J<:! it 
on t he a a e mo n cons o I 3 < w n i c h m 1 91 t o e 3 n y o f sever a I c 0 :l :; 'J I "= ~ l t a 
oe reaJ by the driver wnian lt ls n.axt r~ady (sa~ o~l.;wl. 

OPERATIONS INTERFACE 

<Not~l Thls sectloi d~es not include t!"le soeclal hanjlln:1 
reouirea for a ramot~ o~lnt~r/punch comblnatlon, 1'4hlcri ls 
descrioed ln MSB 106.> 

The coorjlndtor will nor'Tlally oa lonej J.n 
jutomat!cally in tie course of system start-up, out it canals'> 
be lo9ged ln manu3lly from any console co~"ecteJ to tha 
!nltiallzer througn the messag~ coorJinato·, in tha s3mi m3nner 
~s the present I/O d3emon, l.e. oy tyolngl 

login IO S~sDaamon lo 

out this command will be accePtej only if the coordi1ator is o..o.1 
already log::Jed ln. 

A driver process ls :reatej oy tyol~·u (again tro11 the 
initlalizer console): 

login Output SysOaemon DEV_IJ 

:1lven different proJact ld•s for accounting puroo>es; tn~ detalls 
:>f th.i.s mechan.i.sm are not fully l'lorked o..it. 

(1) Presumably soma of the dr!vers 1'1111 ba brou1nt u;J at 
,;ystem-start-up t!me a-> 1'4el I; the Instruct lon to st 3rt "'ork or 
t'ld.i.t for "dial" w.i.11 then be canned !"I s~stern_start_uo.ac or 
.3dmin.ec. 
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r'fhlch wit I create a orocess to run devlca DEv_ro, anj Ji'i' lt 

.iource name of DEll_D. <The device cl~ss name w.i.11 o~ lr:olL~1 ;_:y· 
t h e d e v i c e l a - - e • :1 • , t h e f l r s t f o u r c ha r a c t er E> J t t n ~ J ~ J i ,:,:. l 1 
11 l ;; h t .i. d e n t .i. f y t n e de v l c e c I a s s • > T " i s p r o c e s :; "' ll I .; i ~ '"' I r rJ • 

coordi"lator wnen it ls ready to ~un (either imm~jiat~11 ~r ~~t, 

it receives a valid ••Hal" comma"\d from thE: soeclfiej i.~vi.CJ ). 

The coo rd l ."1 ,3 tor w l I I i n me d I at e I y st ar t f d '::' J i rq r ,_ • L! ~ r; 
from the oueues to~ ttut device class to the klv.;::r, ,n~.:1-· ~111 
execute them on the specified device. If tha ooeratJr .Jlsh,c~:; t~) 

tyoe further commands to the driver, ha snould tyJ~; 

r DEV_ID CJMMAND_LINE 

If the driver is ijfe, it wit I receive the co:n'Tl:ind 1n11·~jiat-~1 y: 
If it ls processing c3 re~uest, it wll I receive thJ co11113nJ ..ii".en 

the current reQuest ls finis~ed. 

The commanj thus input can ba any one of t"e f..:ll lo ... dn-J: 

detach 

this com~and effectively deta:hes the device 3nd dliiDles thd 
driver. It can be us~d when some temporary proble~ arises on the 
jevlce. The driver is lnhibltej from rec~ivin~ outout requclsts, 
out lts process ls not destroyed. 

attach 

Thls ls used to undo a prevlous ~detacn" com~anJ; lt re5tores the 
jevlce to service and enables tna driver to ~ecelve reauasts from 
the coordinator. lt nas no effect on an already attacne~ Jrlver. 

I ogo u t 

Thls comman~ ls usea to termlnata the driver procass. 

restart Q 

Thls command causes all requests performed by t~ls driver whicn 
3rG stilt availabf3, startlng ~1th the one to which it assigned 
the .i.dantiflcatlon n~mber Q, to oe redone. All Jevlces of the 
~ame class ~ii I be aliglble to oerfor~ these restdrted requests, 
1nd they ~111 take priority over regularly-queued requast5. 

If it is necessary to Interrupt a jrlver in t~e middle 
of a req.Jest (for e><ample, if a prlnt reouest is prJducln~ r~3ms 
o.>f :Jaroage), a QUIT shout d be si~na 11 ej oy typings 

quit DEV_I) 
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Printing <or punchin~> will oe suspended, a"'ld tne drl\/:!r wi II 
1wait a further command. This command may De any of tn~s! 

Jescribeo above, in which case t"'le driver wll 1 oenava as if tne 
••kLI I" command described oelol'I had b<!en lnout, Jnd trH1 u")C.:ej 
to execute the comma"'ld typeci. In addition, a'"ly of t'"le falluwinl 
commanjs may be typ~d (again in the format ..... OEiJ_ID C01'nND"l: 

k i..I I 

The current reauest 
restartable reauests. 
(lf any). 

cancel 

ls aoorted, but ls savaJ l"'I th>.:! li.>t cf 
The drive"' oroceejs to tn~ "'lext r~~~~st 

The current reauest ls aoort!d, but ls 12! :;~vE.<J. Th~ driver 
proceeds to the next reauest (if any). 

restart 

If Input a11o~~i an Jrgu~ent, this command caus~s tna current 
reauest to be restartad from the baginnl"'l'1 (a::; if it nad Just 
oeen received from t"'le coordinator>. 

THE HISTORY OF ~ OPRINT REQJEST 

A user enters a dprint reauest in tne >ame manner as 
before, except th:tt an additional optional :ontrol argument 
< .. ·device" or ""-dv"'> may be included. <This ar~ument actually 
specifies a device U.ali•> The request will oe placej in the 
message segment whlci reoresants the soecifled priority ~ueue for 
the specified device class, (1) and a wakeup will be sent to tha 
coordinator. The event message will tell the coorjlnator l'lhich 
jevlce-class aueue to inspect, and the event channel will 
ldent.lty the priority of the reqJest <as .lt ::toes now). 

The coordiiator wil 1 first of all ascertain if there ls 
a driver of the specif lad cl ass waiting for work. If there isn•t 
3ny, it will simply leave the re~uest in t"'le- queue for later 
processln~ and go blocked again; the request will not oe 
processed until a·d~iver asks for work. 

< 1 > The "- de v 1 c e 11 cont r o I a r g u 11 en t w i I I , o f co ur s e , have a 
Jefault value, which wil 1 orooably direct output to 3n on-sit<! 
printer <or punch>. rne number of priority qudues, ln~tead of 
oelng fixed at th:--ee as at :>resent, will prooably oe maje an 
instal latlon paramet~r. 
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If a drlver of the ri1ht clas5 15 Maitln~, Thd 

coordinator wil I reaj a request from the speclflaJ q.J~uJ. (1J Ar 
th 1 s Point it w l I I a I I o cat e a .i~~l.~c. for th :! r cl~ '.J-= st., v-i., i c. '"'l 

incluoes the return ar~uments from the -nes531a_st=!:,;inJnl_Lr,,:"1 
call. CThest: arguments, ln turn, include a pointer tJ tn~ '~k:>.:>3J~ 
itself.> Other inbrmation pl3cect ln th~ ja:;criot.>r tJy' tr•~ 
coordinator includes the device id of the driver ro rlhi~n Lt he~ 
oeen asslgned, anj th~ priority aueue fro11 whlch lt MJ.;; r3~en. 
The coorainator then senJs the driver a wakeup ovdr dn ~v~nt =di 1 
channel; the event 11essa~e !s tt'li! wol"'d offset of th.:: LL; er lptor 
ln a predetermined commun!cat!on sagment CwnLch t'I~ arlvtr 
initiated when it fl~st came up). 

The dr!vert when it re:e!ves th~ wakeup, Ml 11 proc?s:> 
the request !n mu:h the same way as the currently-exi:;tinJ I/J 
jaemon, !nclu_ding ac:ess-check!n1 and account ln:;i. <It ~i 11 n21 
.j e I e t e a f l I e for "'h l ch t he 11 

- j e I et e" opt l o !" ~ 3 s s;, a c l f l e ,J • l I t 
,.,u 1 a I so f i 11 in addlt iona I lnformat lo"'I ln tt'~ ra .:iuest 
jescrlptor, includin~ the req~est•s ;equentidl 1Jentificdtlon 
number and various itatus Information <such 3.i aon~rrnal I/J 
status codes, Indicators of whether the ~eQ\Jest wa.> "(i 1 led or 
cancelled, etc.>. Whan lthas fl"llshed printing <or punc".'\lnyl Th~ 

request, It sends a ~akeup to the coordinator, passlnJ it the 
offset of the reQuest descriptor in tha avent me.iiaga. 

When the coordinator receives thls wakeup, it wlll 
record the clock tlma ln the req~est descriptor, ~nd thraaa the 
Jescrlotor on, to the end of a list of complet.aj requ~sts. (The 
coordl"'lator keeps static pointers to the head an1 tall of thls 
llst.) It then sets an alarTI to go off nalf an nour <or whatever 
other interval ls ch:>sen by the installation) of clock tlrne later 
for removing the descriptor from the .. completed" llst. It ls at 
this point that t"'le request itself ls d~lated froTI th~ message 
segment. Now, lf the driver nas lndlcated that 1t ls r~ndy for 
-n:>re wor~, the coordinator wl I I inspect the hlgnest orl.Jrlty 
lUeue for tl'lat device class. If there ls a raQuest 1"1 that queue 
after tha one whi::h lt haj remembered as '"last read", i.t reads 
this request, sets u:> a descriptor for lt, and passes lt. to the 
driver; otherwise it repeats the process wltn the 1~xt lower 
or!orlty queue, and iO on, until either an unproces~ed r•auest ls 
found or all Queues for the devl:e class have been l"lsoacted. 

Our orlgin31 r~c14est, meanwhile, is slttl.n~ in the 
••completej" llst. If the driver that performed !t receives the 

CU The reQuest read will not ne:essarlly be the ona for which 
the most recent wak~up was sent. The coordinator keeo.i 3 racor1 
of the unique l.d of the last message processed l~ each 1udue and, 
t4hen cal led upon to inspect the queue aga!n, slrriply radds the 
o~~1 message (!f the last-read me;sage ias oeen del~ted, th~ 
flrst message !n the queue ls read>. 



"1SB -109 -6-
~ROPOSED ~EW 1/0 DA~~ON DESIGN 7127173 

operator commana "re>tart o", where o. ls 1·es;; t'1a'l or ~Juol t:i 
tna ldt:intifJ.catlon numoer of our re-:iuest, th<:! coo"''.li"l;itor .d 11 
feed all drivers for that device class from the "comola'tJj" li:;'t 
rather than from tf"\e message se1nent queues, untl I al I :>u:J:.:;e~uent 

requests originally orocessed by tnat cir-lver <lnct.J.lin.-, our 
frlena> have been r1done. <Descrlptor-s markej a;; ••re::;t 3rt~J" .:;r-2 

not rethreaaed int:> the .. completed" list, out are left in thelr 
:>riginal positions; 'or ls a new al1rm s~t aft~r a r~s't~rtcj 

request is flnlsf"\e·a.> 

When the l"\alf-hour alarm (set at the orl9lnal 
completion of our re:luest> goes :>ff, the coordln:ito"' ~111 frea 
the llc.s.1 descriptor on the ••com:>leted" I 1st, alon;J wlt''lt iiJ.tn its 
1ssoclatej message, unless th1t re~uest ls currently o~in~ 

redone. CBefore tha descriptor and mess3ge ~re fre~d, the 
"-delete" option, lf spaciflej, ls honored.) Sln:e tnare is a 
one-to-one ctirrespondence betwee~ request completions anj 3!3rms, 
the "comoleted .. list will not olle up lndeflnlt~ly. 

If when tna driver ori;Jinal ly wake:; up the: coordinator 
.:> n c om p I e t l on o f 3 r e Que s t , 1 t l n d 1 ca t e s t hat t he r a q 1J es t w as 
cancelled (by an operator "c3ncel" command>~ t~~ r~~uest 
jescriptor ls ~1 threaded into the 0 compl et3d'" I 1st; lnst~ao, 
ifter deleting tne maSSd~e from tne queue, tne COJrdlnltJr free::; 
the request and its jescrlotor immediately. 

FURTHER IMPLEME~TATIO~ QETAILS 

1. Initialization of drlve·s. 

When a driver process ls ready to run, a soeclal 
inltlallzlng proce:'J.Jre ls inv~ked. Tils procedure will be 
responsible for craatlng an a11ent cal I c'lannel over which the 
coordinator may sig'lal the drlve"'t as wel I as lnltlating al I data 
segments that w!l I oa used in conmunicatlng witn the c.:>':Jrdlnator 
(these segments contaln such things as structures .je;;criolnJ 
individual drivers, '"equest rness:.ges, recauest descriptors, etc.>. 
In addition, it wllf attach its jevice through a OIH w~ose name 
ls kept in a static table of device-class~ and Jevlca-jependent 
information. Once it has done these things, lt wlll olace lt:o 
device ld and the name of the ~vent channel ln a res~rved area 
(which lt will lock fro~ other d·ivers> and senJ a wakeup t~ the 
coordinator along an event cal I channe I orovld;ad for informing 
tne coordinator tnat a new driver- process has be~n cr~~ted. It 
then ~oes blockej waltlng for the coordln~tor to finish 
lnltializlng the d~lver jescrlotlon. 

The coordliator, on re:elvln~ the w;;1keuo, al locates a 
itructure for comm.Jnlcatlon with the driver, in ~hlch lt places 
the drlver•s process ld, the nama of ttie channel ovar ~hlch It 
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':!Xoects t:> oe woke·n up betl'leen rdQuest:;, and th~ lnformJt.i.or"l tnar 
"' as prov l de d b Y t n e d r 1 v er • It send:;; a w a"" e u :J to t h ;~ k l v e ,- t .1 
Jive it the offset of th.is al located str.Jc:t:u .. e; tne arlv~r, f·'ltn 
unlocks the area where it put lt:;; devlce la, etc. 

2. Input to drivers 

Once the dr!ver .proces:;; has oeen 1nlt.iallzr::!J, lt sho~I J 
llways be doing one of two thlng:;;: 1) performinJ 3 pr.int 0r :-Juncf"l 
reQuest, or 2) waiting to be seit a request fr0m the co1r0ln3tcr 
Jr a command from the operator, l'fhichever haooens flrst. It ls 
not Jeslrable for tne coora!nator to allocate 3 Jescrlotor for 3 

request until it knol'ls tnere ls a driver ready to orocess it, nor 
jo we wish to send a request to a driver which has Tiadnl'lhile 
started to process operator iiput. Therefore, when the ariver 
goes bloc~ed for operator Input oetween reQuasts, it m~st have 
3ome way of wak.in1 uo again 1 f there 1sn•t any. Since the 
solution to this proolem ls rath~r tricky, lt ls orasdnteJ ln 
jetall below. 

(1) Before lt starts processln1 coordinator r~~uests tor the 
first time, t'le jrlver astabllshes an ev~nt cal I channel 
over which to signal Itself, and issues a wa~eup over this 
channel. It than calls .ios_$read, thereby effectlvely going 
blocked for .lnp.Jt. (1) I.ft'lere ls any input, !os_gr'!ad w.111 
return to the driver procedure that C3lled it; lf not, the 
process wll I receive the evant-call wakeup. 

<2> Upon receiving th.ls wa~eup, the driver will .send a ~akeuo 
to tne coordinator .lnd.lcatl'lg that !t ls reajy for work. It 
wl 11 then exe::ute a ret.Jrn <to lpc_>, thus going !:)locked 
again. 

<3> The coordinator wll 1 check to see lf lt. has a request 
available of the device class associatej witn t'le driver. If 
.lt has one, lt checks a bit ln the drlver•s communlcatlons 
structul'e to see !f the driver ls stll 1 ready (since lt 
might have received input 1n tne meantime>. If it ls ready, 
the coordinato~ sets another bit lndicatln~ that lt ls about 
to send the driver a request; 1t than al locates a Jescriotor 
for the request an~ sends the driver a wakeup. 

( +) If oefore receiv1nJ its ow"I cal I wakeup tne driver 
input from los_tread, It wll I turn Its "ready" bit 
process the ooerator :omm3nd. If the comm1nd was 
n" it wl 11 send a wakeup along a special "restart" 

Jets its 
:>ff and 
"restart 
channe I, 

(1) In th~ case of some 1evlces, such as the G115 (a:"ld hence the 
~onawk 2400), the 011 must go blJcked and wake itself up d]ain at 
regular intervals, out tne net effect ls the same. 
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and then go o I ocKed for coordinato~ reJ 1..Jests: if it r.c .. ,; 
"detach'" lt will detach the device an::l wait for furt'ler ~ 
operator commands (pre>uma:>ly i!ltlier "att::icr"I" or ''I J9out"l: 
u it was '"logo.Jt" it will los,1 out. When the jrlver nd5 

comp I eted process in~ the co11mand, lt wll I ls~uE anoth.::r ca 11 
to los_$resd anj go blocked again. 

(51 When woken uo by the :oor1lnator, the ariv!r, Jft~r 
performing the output re~.Jest, senas itsalf anot'ler call 
waKeuP <as befor-e the first cal I to los_ir~aul, 1n·1 1-.H:~ 

blocked again. l'lhen it receives this cal I (or ooer-3tor inout 
if any) it will send a wakauo to the coordl.--,ator to t~ 11 it 
lt has completej a request <so tha coo~dinator cJn t'lreaJ 
t ii e re au e s t de i c r i o to r on t o t he "s a v e d" I 1 s t a" d j ·~ I e t a t ha 
request frmom tne queue>. 

(ol In the special case where the arlver re:elves )perator 
lnput after the coordinator has alr~ajY .set the 
''request-pendln:J" bit as describe.j in paragrrnh (31 aoove, 
tiie driver wLI I pretend that lt rt:ceivad the lno;..1t after 
completing the next request. It joes this by satting an 
"input-pending'' fla1 and tha·n going blocked ;>nan ev~nt-walt 
channel. Afte~ it performs the output reqJest l~ response 
to the coordlnator•s cal I wakeup, if the "inout-penHng" blt 
ls on, lt sends itself a wakeup over thls event channel 
<oefore sendln~ itself the call wakeup as in par3:Jr3oh (5)) 

ana process the inout as descrlbeJ ln paragraph (4), 

Slnce e11ent wait channals wll I have priority over event 
cal I channels, the driver wll I always rece111e lts i.nput 
~ventually. In the case of urge"'lt input, the operator can sena a 
lUIT to the drlver as descrloed above, ln which case it will wait 
for operator input only. 

Appendix A contains flJwcharts which m3y cldrlfy the 
3lgorlthm described 30ove. 

3. Remote prl~ter/ounch combination 

This ls 3 soeclal C!se, slnce from tne coor11nator•s 
point of view two devices of different classes ara lnvolvaa, but 
in point of fact only one Jf them ca"'I ru"'I at 3 time. The 
procedures used by tne driver for this devl:e wll I accordln9ly 
appear to the coordliator to be two seoarate drivers, o"'le for the 
orinter and one for the punch; out thase two drivers wll I haooen 
to hav~ the same pro:ess id, and the oroces> in Q;..1estlon wlll 
~nsure that no attempt ls made to run both at once Coy never 

· :>ettlng ltse If "ready" f.or print and punch requests 
s 1 mu I t an e o u s I y > • I n f a c t , t he ~ e I e v ant d r i v er .. d. I I b e "c re 3 t e d" 
<as fa~ as the coordinator ls co~cerne1) when output for tnat 
jevlce ls first requastej. In other words, wnen 3 $•$START_PR!NT 
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comman::i (1) is read !n for the f!rst t!me, tha coor-di'Ht0r ..;i 11 
oe lnformed of tha creat!on of a remote-orinter Jriv~r~ 
;imilarly, wl')en the first $•$START_PUi~CH cv:nrH'1d co1Hs .u,, th~ 
coord.i.iator wi 11 be told that a :>rocess !s ready to run :i ,-~11;.;T~ 

ounch. Tn~ ;&•$START _PRINT _PUNC-i command i'j i 11 .Jroduc~ i ":)'..JnCI") 

Jriver" !f and only if tl')ere are no print re::luest~ ::>enJit'l;,i, :in.j 
C0'1versely for $•$START_PUNCH_P~INT. 

A fla~ in tne .jriver structure will iqJicate ~n,~H'if;r or 
not the driver wa'1ts to be w:>ken up 3 fter- a C..>mol ,•f'! :J n ~u~st 
3ven .d tnere are n:> re1uests :>endirq; th!~ ..ii It o~r-·nit tty~ 
f"emote printer/punc'1 ·to be r~ady for the sec~nd devic: J.f th~ 
first one•s ~ueues are empty. 

CAR.D R.::ADING 

There ! s n :> r a as on , act ua I I y, t" at 
should ever have t:> know aoout card-reading. A 
for Input.SysOaemon ~ould cause a process to· be 
~ould attach the c~rd reajer and wait for carj 
ind "logout" commanas· could be i1out to it i'1 tne 
for any other driver. 

tl"lc coJr,·Hnator 
"login" ccmmano 
cre3ta.j >'l"l.LCn 

input • .. Detach" 
same m1nner as 

The card reajer atta:hed to a reTiote orl'1ter/ounch is 
39aln a sl!ghtly spe:ial case. W"en lt recelves 3 $•$R.EAD_CARDS 
command, the ar!ver process ,.,i 11 !ndicate tl"lat nelther the 
or!nter nor the puncn rs reajy, 3nd acceot !nput froTI the reader. 
The coo rd ! n at or w i I I hear not h l n ~ f ur the r f r;) m th 3 j e v l c ·~ u n t i I 
output ls aga!n requastej. 

~ESS4GES FRO~ THE DA~MON 

Th~ ar!vers w!l1 have several dlfferent ki~ds Jf outout 
to produce <~slde from the ur!nting and punching of us~r flies): 
••normal operation .. · messages <"Request 75.21 Printing 
>doc>lnfo>bugs. lnfo for Gintell .Mult!cs.a", etc.>; 11'43rning or 
·•1nformatlon" messagas ('"Enter reauest1 11

, "No ounch ra(luests rn 
1ueue", etc.>; and error messages (wh!c~ category includes 
~uestlons sent throu~h comm3nd_~uery_, e.g. "Do you wish to 
cancel request 75?">. These th-ee types of mess3ges r1uy want to 
JO to three different places, anj accordlhgly wil I be· wr!tten on 
thr~e d!fferent <or at least alfferently-named) streams. "Normal 
operation'" messdges wi 11 be written on .. daemon_outout'" 3nd wi 11 
~robably be directed to a f!fe for tater exam!nat!on (!f anyone 

C1> Th~ comman-.is · useJ to run the remote printer./ounch are 
Jescrl~~d in MSB 10b. 
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is in1erested). Warning messages wi 11 oe written on "1J5!r_•Jutp:.Jt" 
3na sh~uld probably appe3r on a termin~I. Er~or ~dss~~~3 ~111 00 

"4ritten :>n "error_:>utput" and fill.l.S.1 appear O"'l a t~rn1n_JI. Tile 
routing of all these streams ~ill oe oerfor113d tnr;..Joi"' n-,f 
nessaya coordinat:>,..; for davices in tne macnln~ rJ~m, 

"e,... r or_ o u t p u t " an a po s s J. b I y •• us e .. _ o u t o u t " f o :"' i I I J r l v ·~ r· ~; "d I I 
oresumably be dlr'=lct~d to a sln;Jle console, wrnr~as f:>r J r:>"'.l·)t~ 

~r!nter/punch they will most likely apµaar Jn tn3 ori~t~r 
(altho..igh a terminal ma.y oe d!al~d up if de-sirej). (ll 

The: coordi1ator w.il I orooaoly orojuc~ err·or n.~:;.:>a-it> 
.Jnly: th~se wJ.11 ba written on ''error_out~ut" 31"\J m;;,y ~),~ ·:;r·.,1t to 
the same consoll;! as tn:! ol'\-site drivers• "~rror_o·.JL;Jt". In 
lddition, certain :;erlous error conjitions will be r3:H·:J~1 in 
the system I og <see :>e I ow>. 

ERRJRS AND ~BNO~MAL CONJITIJNS 

The primary goal ln "land! lng e:rl""ors drisl;q durlr.:} 
jaemon operation li to ensure that the r~aulslt~ liformdtlon ls 
reported ~h!le ~J.sruptlon of normal op~rations ls ~~ot to a 
~J.nimum. In any :ase where .. ecovery ls posslole, the process 
..,nich encountered tha error w.il I report and :ontl'1ue lt:; "'or;.;. 

1. Errors whila processing a request 

These will be handled very mJch as in the present 
imolementation. M!si!ng or ze~o-len~tn se~ments, lnsufflcient 
3ccess, etc. wil I result ln the .. equest oelng skipped; I/J errors 
dnd unclaimed signals during printing ~r punchln] (e.g. 
out_of_bounds oecausa a 5egment ~as truncatej or jeletej out from 
unaer the daemon> wll I cause tha reQuest to oe ao.>rted. In either 
case, the drlver will proceed to wake up the coorjlnator as if lt 
had completed the request, out lt wlll also place a status/error 
code ln the request lescrlotor. The coordinator C3n use tnis code 
to decide whether or not to save tne request in the ••comoleted" 
list, and also in certain c3ses <e.g. "jevlc.a n::>t attacnej") 
whet~er the driver 1:1 stlll usable. 

2. Space al 1oc3tJ.on problens 

If there are a large n.Jmber of very busy drlv~rs, J.t l:; 
remotely possible thdt tne area used for re~ueit mes~3~as will 
.iet fl I led up; in tn!s case, an error massage wl I I oe "'rltten o'1 
"error_output" and l"I the system log. The coordln3tor- ... 111 tnen 

(1) Similarly, on-:;lte device drivers wlll ~enaral ly ree:d 
"user_lnput" from tne S'1me cons:>le, and r~m~te ::lrlvers 1~111 r.:c.j 
fr~m the remote card reajer. 



'1S3 - 109 -13-
~ROPOSED NEW I/O DAEMON DESIGN r1!.11n 

fr~e the oldest request on tne "comptetea" ll'5t <o"o·Jij-~d it i:> 
l')Ot in the oroc~ss of being redo"e> anj try tne all;)catiYl ,-,nin. 
If thl:> arr-er recu"s frequently, Lt strongly sug.nst-,; :;.Jrn> 
systematic problem in the coordinator's :;:J:ic2 Jllocttlv1 
;lroceaures. Similar conslderatlo"ls apoly lf the '5:Jac: f:Jr- rrJ.L·st 
descriptors becomes ful 1. 

3. Message segnent prJolems 

Handling of baj or 1nclnslstant messa1a sa~~d~ts rlill 
be gre~tlY faclllt3ted by an e"ltry paint that li oein ~ ~d~ea to 
the messaJe_segment_ proJrams "4hlcl"I 1'4111 permit 3 sufficlentt1 
orivll~9ed ~rocess to find oJt lf a messag~ ~egment nas b~en 
''salvaged". Whenever the first ::friver for any ::1i11an da11ice cl3s:; 
i s c r ea t e d , t he c o o r ::f l n at or ~ l II e x am i n e a n d re s e t the " s :i I v a g e a•• 
o l t 1 n e a c h o f t hat c I as s • s q u e u ~ s • I f i n re: ad 1 n J a r a ·-1 J e st , t he 
coordinator gets a code of error_taole_$badseg <1ndlc3ting that 
the mes~age se~ment was found tJ be ln error and salva1ej jurlnJ 
that ca,I>, lt wll I try to read the request 3,Jain. If lt Jets the 
same code, it wlll c:>mpl3ln loudly <sanding at::... cncir:tct.:rs to 
''error_output", for i'!xample) and oehava 3S lf the deslr-:!_j messc;ge 
~as not ln the qJeue. Any time that 3 message sa1ment is 
jiscovered to have oaen salvaged, 3 message ln~lc~ting that 
reouests may have Deen I ost ls ~rltten on "daemon_outoJt" and In 
the system log. If rerrles are rapeateJly unsuccessful, the best 
oet ls probably to shut the daemon dawn and looK at tne messag~ 
iegment to try to fl"ld out why it ls unusable. 

If a messa1e that had orevlously been read ls found to 
oe missing 1'4hen an 3ttempt ls made to deleh 1t >r ~eaj the next 
message: after lt, the c:>ordlnat:>r wl 11 check to see if the 
nessage segment was sal11.aged. If lt was not, lt is proo3bly safe 
to assume thaT someone removed the r~Quest (through The 
cancel_aaemon_request command) w"ile lt was :>elng performed. 

4. Other errors ln the coordinator 

In the event of unexplained errors arisln~ ln the 
coordinator process {unclaimed s1gn31s, unrecognized event 
channel names, bad codes fron file system prl'llltives, etc.> a 
•nessage wi 11 appear on "~rror_output" and the coordl"lator wl 11 go 
blocked waltlng for the next eve"lt it ls to servl:e, after doin~ 

lts oesT to ensure t"lat lts data oases are ln a conslstant state. 
Frequent occurrences of thls klnd probaoly indicate program 
arrors in the coordl"13tor itself. 
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