Myltics Technical Bulletin MIB = 452

To: Distribution
From? James A, hush
Natre? Auqust 1, 1989

Subject: Hardeore Support for the UPSF Hardware

INTRODUCTION

This memorandum describes the software changes necessary for
Mylttics (and BOS) to support the LPSAR/T70M (DPSF) hardware, for
first customer shin,

HARDWARE OVERVTEW

So that the reader may btetter understand the necessjity of
the software changes presented in the MTHE, ft might be useful at

this time to present a nicture of the hardware changes from the
eurrent 68 CPU,

Physical Characteristics

The DPSE processor (and later the I0O™M and SCU) will be
packaged in & new low profile cabinet, with a height of
approx, b6 feet and the horizontal dimensions of a 4M™w SCU,
The confiaquration switeh panel will he visibie and usable on
the skin exterior ang will include an execute fault push
button and a "busy" liaght, The maintenance vanel on the
current L68 has been replaceac by a micro processor controlled
dynamic maintenance panel, The dynamic maintenance panel can
be controlled from a calculator Iike keyboard or optionally
from the DNijagrostic Processing Unit (DPU), AlY functions
performed from the current maintenance panel can be rerformed
with the dymamic maintenance ranel, including settina and
executing the dats switehes (remsd with rsw (0)),

History Registers

The ODPSF wiil have 4 sets of b4 history recisters
compared to 4 sets of 16 on the LHR CPU,

- —
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Associative Memories

The PTW and SDW agsspociative memories on the DOPSF will be
dxl6 4 way 8Set associfative, compared to A& Ixl& ful}
associative on the L68,

Cache Memorv

The DPSE CPU will have an 8k store throyah cache memory
compared to a 2k store throuagh cache memoprvy on the L6R, The
8k cache will he gselectively cleared bty hardware control via
write notify looic in the 4Ma SClUs, a8 compared to the
software cache clearing in the L6383, The encacheahility of a
segment will still he contreolled hy SPDW bit 57,

Hexadecimal Floatinag Point

A mode will be orovided in the DPSF CPU, ¢to extend the
floatina point range significantly bv meking the floatina
point exponent a power of 16 instead of a power of 2, Hex
flostina point mode wil) he controlled by & bit in the cpu
mode register im conjunction with a bit {n the indicator
register,

Memoprv Ports

There will he only # memory oorts on each DPSE CPU, as
compared to B memory ports on the L68, with the increased
density of mos memory, 4 = 4Mw SCLUa confiaqured to their
maximum of 4MW per SCU wil) give a full addaress range of 16Mw,

Changes to the Read Switch (RSW) Imstructions

Since there are only 4 memorvy ports, rsw (3) has been
eliminated, Interlace information contained in raw (4) has
peen moved to rsw (2) end rsw (/1) has been eliminated,
Confiaguration f{nformation located in rsw (2) has Dbeen
restructured to identify the cpu as a DNPSE, iJdentify the
presence of Rk cache memory and accommordate memory interlace
information movea from rsw (4),

Diaanostic Processing Unjt (DPU)

A DPI will be provided that will allow field Enaineering
tn perform remote maintenance from a Tactical Assistance
Centear (TAC), The DPU {8 a Honeywell Level & minjeromputer
connected externally to the central Svstem via an ra=232
communication 1itnk within the Lnw Cost console (LEC). The LCE
is therefore reauired for all shirments of NDPSE sgystems,

Page ?



Myltics Technical Rulletin MTR = 452

”~ :
FUMCTINNAL SOFTWARF CHANGES

Instead of defining each module that must be chanaed for the
PPSE, the functional area nf change will]l be detailed below,

Saving History Reqgisters

Currently historv reqisters are stored after each fault
whieh is handleg by the fim, and under certain conditions,
(mec_trace) history registerg are saved after every fault,
History register data {3 stored in each procegs’s opds in a
128 word wired byuffer, 1+ the fault 1is handled by the
sigraller, the history registers are copied into the stack
frame for return_to_rina_n_, where they are avajlable to be
inspected by the user, Tf we were to save all 64 history
reqisters for the DPSF, then the wired area in the pos would
have to be increased to 512 words, This would cause the pds
wired area to nave to be increased to 2 paages and would
prove to be a sSevere performance penalty for the added
information in the additional 48 history registers,
Therefore, it hasa heen decicead to save the 16 MRU history
registers so that the net effect will he the same as it {s
today, Unfortunately, the instructions that store the
history registers do not ellow vou to start at the 1hth MRU

P history register, but rather start at the LRU (44th) histery
register storing one history recistepr, incrementina the
history reajster counter 8o that the next instruction to
store the history register will store the next LRU (63rd),
This procedure must he rereatesc untjl all 64 histary
reqgisters have been stored,

The savina of history reaisters will be accomplished
for the DNPSE py storing 4 sets nf {6 history registers in
place in the opdsihistorv_reo_data area, so that the fina!
contents wil) nhave the 16 MRU history registers, This
procedure is expensive in time since we are throwing away
75% of the history register oata anvway, Also, history
reqgisters {in most cases have not proven vepry interestinag
anyway, Therefore the rules governing when to save history
registers will be chanaed for the PPSE anc will also mrove
to be a performance improvement for the current L68 as well,
My proposal for savino history registers follows:

o Turn the per=process switch, nds$save_hist_reas, off by
default, (this switch is currently compiled as on),

o Add an hes_ oate entry to allow user control of the
pds$save_hist_reos switch, (Probably:
hes_Ssave_historv_reas ("0"b) or ("1"h)), Programs that
really want hijstory recisters will use this gate entry to

~ save the history reos, (mc_trace, test_cpu, eis_tester,
etc).
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o Add a user commang to interface to this aate entry as
well (save_history_regs on or off),

© Add a force_save_history_regs entry to the history
reaister save subroutine, that will save history regs
renardless of the state of pds$save_hist_reg_sw. This
feature {8 needed bv parity faults, since the cache
parity error logaing routine relies on history regs being
present, Alsc the other fault types that are handleg by
hardware_fault (op=not=completea, command, startups
shutdown and oarity), need the history reqgisters since
they are copied into the syserr_log for use by analysis
tonls like heals and elan,

o The history register save routime would then set another
per=process switch (pds$hrega_saved), {f the history regs
were stored, (Switch would he reset {f they wepe not
saved),

© The sianaller would then check the pdsShregs_saved flag
instead of the prdaSsave_historv_reqg switch before copying
the hregs into the return_to_ring_n_ stack frame, 1¢ the
pdsthregs_saved switch was not set, the history register
area in the return_to_ring_n_ stack frame would he filled
with 2ero, This would allow the histery register
analyzer to heuristically determine that no history regs
exist inatead of printino out ocarbaqe,

Savino Associative Memory

The PTW and SOW Assnciative memories have {ncreased
from a I1x16 ful)l associative, for the LLHR, to a8 4xlbé6 U way
set associfative, for the DPSE, This means that it wil]l take
4 times ae much storace (and 4 times as long) to save them,
on the DPSF CPlUI ag 4t does on the current L6R, There {9
currently 128 words reserved in the prds for storage of the
asgociative memories. This would have to be {ncreased to
S12 words §in order to save the assnciative memories for the
DPSE CPU 83 1{s ©done today, furrently, the associative
memories are stored in the prds . by
fim_utilysave_history_regs (the same subroutine that stores
the history registers), and is conditioned by the state of
pdstsave_history_rea sagwitch, This means that every time
that the history registers are stored, the associative
memories are stored as well, Theretore, all faulte handled
by the fim, 1{including seagment faults and lYinkage faults,
would store the associative memnpy hy defau?t.

1! propose that this saving of associative memories is a
needless and time wastina act and should be elwminatedo for
both the DPSE and the current Lo8 as well, The only niace

o
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in the syatem that 1 know that makes use of the associstive
memory imaces in the prds, 18 oli_dump when lookina at a
Muitics fdump imace. By eliminating the associative memory
savina, time and storage will be saved,

Changes to Tnitialization and Cvnamic Reconfiaquration

Recause of the existence of only 4 memory norts and the
changes to the read awijtch (RSW) 1{nstructions, dynamic
mainframe reconfiauration will have ¢to be changed, Details
of these chances are listed below:

o Channe the scs include file (anag the scs cds segment), to
have & bit in the processor_data structure indicating
that this CPU {s a DPSF, Also add an 8 element array to
scs (indexed by cpu taa), that defines the cache sjze of
each configurea CPU, This array is necessary {in mixed
L68/DPSE systems so that cache parity error loaging
gsoftware in fim and cache_tester can auickly determine
cache size.

o Change the rsw include file to define the new rsw (2)
data format and provide a constant for how many rsw tyoes
sre valid for each cou type (e,ac. 5 for the L6R (rsw 0,

1, 2r 35, and 4) and 3 for the DPSE cpu (prew 0, 1, and
2)).

© 8cas_init = channe this initialization module to check if
any memories are configured with a tag greater than D, if
a NDPSE cpu 18 found §n the confia deck.

o start_cpu - set the DPSF indicator bit in
scsdprocessor_data, and set the cache_size to B8 in the
scsicache_size array (assuming rsw (2) indicates that
cache {8 present), Process the {nterlace information
located in rsw (2),

o f{nit_processor = change the code that gets executed when
the new epu is "SMTIC’ed" from start_cou to check the rew
(2) information first., If the cou type identifier in rsw
(2) (bits 4 & 5) indgicates a DPSE cpu, then do not
execute the rsw (3) and rsw (4) instryuctions,

o configure_test_cou = (ISOLTS hardcore reconfiguration),
Chanae read switch masks and templates to reflect absence
of raw (3) and rsw (4) and the format change of the rsw
(2) instruction fop the DPSF epu, Execute only rsw (1)
and rsw (2) on DPPSE cpus, during the read switch test,
Return the contents of rsw (1) and rgw (2) to the outer
ring caller, so that the cpu type will be known,
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o As an aid to dvnamie reconfiguration and for better yser
visibility, the epu confiug card wil) he changed to add a
cpu tyce and mode! field, The card layout and examples
follow:?

cpu <tag> <type> <mpodel> <port> <state> <exp, port>

coy a dps8 70, 4 on for a PPSE CPU with 8k cache
cpu b dps8 52, S5 on for a NPSE CPU without cache
epu ¢ TR B0, & off for an LA8 CPU with 2k cache
cpu d VsR h0s 7 test for an LA8 CPU without cache

The hardware.confia_cards incl'ude file will be modified
to incorporate these chances and since this {s ean
incompatible change, all hardcore and user ring software
that modifv or inspect the cpu card will he checked (and
modified) for conformance,

Suprort For BK Cache Mamory

Software changes to supnort BK cache will be minimael,
" Hardware cache clearina will provide al) of the functions
that the current software clearing provides, In addition
the CAMS and CAMP {instructions on the DPSE cpu will fgnore
bft 15 (selective and full cache <clear), so that page
control will not hnave to be chanaged and will be compatible
with the Lé68, Changes that will he required for 8K cache
support are as follows,

o fim = change the cache parity anap shot routine to meke
the abs_seq for looking et cache errors modulo 8K, for @
PPSE cru and modulo 2k for an L6R cou, Currently, the
abs_sea {s forced to modulo 2k,

0o cache_tester = change to get a modulo 8K wired contiauous
buffer seament for statie cache testing, instead of »a
modulo 2K, Agd Dboara and chip call outs relevant to 8K
cache,

© There {8 an extended fault register associated with 8K
cache directory parity errors, The {nformation contained
in this extended fault register {8 potentislly valuahkle
for hardware falilure analysis, since it breaks down the
location of a cache directory parity much finer than is
done fn the (68, This register (11 bits of useful
information) should be saved {n the machine condition
area, when a parity fault occurs, However, tnere {s
current]y no vacant space in the current 48 word machine
condition areg to store {t,

T propose doina awav with the faulting ring field
tme.ring) which oceynies the moat significant 18 bits of
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the fault_time ares, where the 52 bit eclock value is
stored, I have found no place in the system where the
mc.rinag value is used, These 18 bits would provide ample
storage for the extended fault reafster, It might also
be useful! to store the cpu type (from bits 4 & S of rsw
(2)) on which the machine condftions occurred,

Support for Hexagecima] Flostingo Point

There is currently an MR9,0 PFS item for a studv to be
condueted on how to best 1{implement Hex floating point on
Multics, Unti) such a time as the findinas of this study is
rejeased, hex floatino point mode will be forcibly disabled
on the UDPSF, This will be accomplished by having
init_processor set bit 33 of the cpu mode register to s zero
state, during processor initialfzation,

ROS CHANGES YO SUFPOPT 0PSF

There aprears to be onrlvy minor changes needed to B0OS to
operationally support the DPSE cpu, Most of the chanaes
necessary, will he in those areas where RUS {3 concerned Wwith the

Multics machine image, The modules that must be changed are as
follows;

o Change the setur routine, mcsave, to save all 64 history
registers and all 64 ansocifative memories, {f the bos
processor is a DPSt, This also implies that the machine
candition storace area in bos common will have to be increased
in size, Also, ¢the fdump image and the i{nclude file
bos_dump.inel.,nll will have to be changeg to reflect this
areas increase in size,

o The cache dumrer "aps cache" will have to be updated to
accommodate the 8K cache,
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LISTS OF MNDULES TN Bk CHANGED

Included in thia gsection, are lists of modules and incluyde
files that must be changed for the DPSE, Each list contains the
module name, functional area of the change and the decree of
change expressed as "easy", ‘"medium", and "harqg", For time
accounting purproses, the degree of change could he broken down as
follows:

eagy = 0 = ] man days
medium = 1 = 3 man days
hapd = 3 « 5 man aays

Multice Hardecore Mogules

Module Area Change
cache_tester,nl! 8k cache ' med{um
confiagure_test_cpu,nil init, & reconfia med{um
fim.,alm 8k cache, medfum

history regs
fim_util,alm nistory regs, hard

assnc, mem,

8k cache
hardware_fault,ol!l 6k cache easy
hes_.alm history reqs easy
history_req_save,nl! nistory regs, medium

o (rew module)

init_processor.,alm init, & reconfio medium
page_fault,alm history regs easy
prg,cds history regs easy
rew_util,pl! ’ init, & reconfia easy
scas_init,.pl1l init, & reconfig mediym
sCcs,cds init, & reconfia easy
stgnaller.alnm history regs easy
start_chu.p'l init, & recontio easy

Multics Online Modules

Module Area Change
hran_,p11 nistory reos hard
jaolts_.p'l UPS§F, hard +
(to be dome by T&D groum)
ol _dume,pll history regs, mestym
assoc, memory
gsave_history_reas,.pli history regs, easy

(rew command)
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Myttics Tneclude File Changes

The followina list of inciude files will be changed in
the course of modifving the previously 1isted modules, Al]
other modules that reference these include files (identified
by using the total cross reference), will be
recompiled/reassembled before the DPSE software is
ingtalled,

bos_dump,incl,pll

hardware_config._cards,.incl,.pl! '

history_regs,inc),.pll (currently not used, but should
be, when hpan_ 18 modified)

me,incl,alm

-mec.inc),pl}

Psw.ihc‘ .D“

scg,incl.alm

scg,incl.plt

RUS Module and Include File Chanqges

Module Area Change

abs,alm 8k cache hard

bos_common,incl.alm history regs, easy
assoc, memory

dump,aim history regs, mediym
ass8oCc, memory

fdmp,.inel alm history regs, easy
assoc, memory

setup,alm history regs, easy

assoc, memory
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