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INTROOUCTION

This MTB describes enhancements to tne [0 Daemon and related user
intertaces which are planned for releasa MR 7.0. Actually, many
will be availaple In the 65 interim release. See the schedule
on page 11 These enhancements have been requested In one form
or another Dy many of the Multics sites. .Some are linked fo
planned changes to the accounting mechanism and to the absentee
facility.

The plan of this MB ls to define each problem we are trving to
solve and to immediately present the inritial approach to solving
the problem. Some of the solutlons are atfected by previous
solutions. These are jdentified where possible and their
interactions are explained.

A« Changing The Priority of a Request

At many sites, operators are requested to run & certaln dprint
request immediately. Currantly there is no mechanlsm to do this.
The probiem is similar to the need to run absentee Job XX next or
right now, but the number of request tynes (and therefore queues)
makes the [0 Daemon problem dlifferent.

This problem is actually three problemst
Al. Run request ABC {mmediatelyy leewy 5t0p the chrrent requeste.
A2. Run request ABC next, l.2esy to the head of gqueue 1.

A3. Run request ABC rlght after request XYZy fefesy <change the
order in which raguests will be run over some perlod of time,

Before the three probyems can be attackedy, we must solve a
secondary probilams How can we unlauely Jldentify a doprint
request? This secondary probiem comes from the use of fong and
short names for directorles and from multiple requests for
segments of the same name in the same or different directorjes.
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No speclal solution is plannad for probiem Al. Since there are
commands to kill and restart the current request, implementing a
solution to A2 can also provide a solution to Ale.

Problem A3 implles a command to move a request from one queue to
the tail of another queue and possibly to change the order of
requests in a given queua. The problem of doing the Jlatter was
discussed iIn detajil by Casey In MTB=-364 and will not be repeated
heree.

Design approach

The approach to handiing each of the problems identifled above |Is
presented in the folloning paragraphse.

Identitylng A Request

It is wmost often acceptable to jidevtify a request by |Its
entryname for a glven user. In these cases It would be more
convenient tor the operator {(and user) to {isty cancely etcs. a
request according to 1Its entry name {(a feature we don®*t have
today.) Therefore a -entry control argument is proposed for the
command descriptions for cancel_dsemon_request,
1 ist_daemon_requast and new commands as shown [n Appendix II.

When there are multiple requests for the same entryname in
di fferent directoriases the Ffull path name s suffjiclent to
ident] fy a reguest {(this is the oniy method avallabie today.)

Howevers in some {(albeit rare) instancesSsy 2+Jes multiple requests
for the same segment with diffserent dprint optlonss another
identiftier 1S needede. Theretore, an optlional =-1ld control
argument is proposed for list_daemon_request nwhich wili return a
<match_4id>» for each requast it listse The <match_id> can then be
used to cancel a request or for other uses as we shall see. The
major issue here is choosing a mnemonjc form of the <match_id>
and defining the datum wused for [t5 generatione The varlous
lssues are discussed in Appendix Ile

In practicey cdr and some new commands wiliil aiso accept an
optional =-1ld control argument to deftine the <match_ld> of the
requast to be cancelledy etce The <match_id> will be used to
resolve ambiguif ses in equal pathnamnes for the same user ln a
given reguest type and queues

Run Request ABC Next

To solve problem A2 (since we are ignoring problem Ail)ls the
operator will be given a new driver command, *“next_req™y to teil
the coordjinator to run a specified request nexte. A complete
command description wiil be found In Appendix II. This command
must be a driver command 50 that operators at a remote RJE site
can aiso use this featura. (Note! this Introduces a requirement
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for remote driver operators to be able to llst requests In the
driver®s guaues so tnhey can identify tha request to be run nexte.
This secondary problem s covered under item “B"™ beilow.) The
effects of the next_req command are as follonse

Any request oromoted to the head of quedye 1 by this command will
be marked as coming from queue § for accounting purposes
{(coordinator will do this.)

A driver will only be able to ask the coordinator to promote
requests which It can processy lecey within lts own request type
and device c13ssSs

Any defered requests (see iftem “C™ belon) will be ellgible to run
next by this commande.

The naxt_req command defines the request to be run next by the
request_type.device_cl assy user id, segment entryname or
pathnamey, and optional <match_ld>. The coordinator will recelve
this request {dentification data throagh tha coord_comm message
segment and wWill search the request type queues starting with
queue 1 until a request for the speclfied user and segment |[S
tounds This request will be the one given to the minor davice
driver the next ftime [t asks for a request. If there [s an
ambigulty in the request identificatrlon, no errors wiill be
reportedes The ftirst raquest which matches the crlterjla will be
chosen to run nexte

The coordinator should be able to stack several next_req command
orders before the driver asks for another request to process. In
any Ccase, the operator could use step mode to control the exact
order in which raquests are processed {(all at queue 1 pricesy of
coursel .

The driver must be changed to make thls happen In correct
sequence, Currentiy the driver has asked for the next request
before it checks for a comamands Now It wlll have to see (f there
Ils a command (possibly next_req «««) and process it before asking
for the next request.

One problem remains with this approacht the c¢oordinator has no
way fto tell the driver that [t could not find the request. To
solve thiss a new ipc message will be defined for the coordinator
to send back to the driver which indicates a positlive yes or noe.
This must be done to keep the driver from asking for another

request to process before a falled next_req command is
recognlzeda {Begay next_req =-user Jones -enfry fo00390 would
cause the go to ask for anocther request even though fthe user
Jones was misspelled.) This has the advantage that The driver
can go back to command level and request a new ({(correctiy

spelled) next_reqe
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Run Request ABC after request XYZ

A partial solutlon to this problem Is provided by the next_req
driver command. Howevar, the wuser alll be charged deariy and
must call the operator to get a higher prioritye. It would be
petter to allow both users as well as operations to move reguests
from one queue to another or to reorder requests within a gueue
(according to proper access controls of coursea.)

Therefore, a command to move a request from one gueue to the tail
of another queue wiil be provided. This command wiill use (or be
part of) the command to move an absentee reguest from one queue
to tne tail of axother gqueue. (At this timey no attempt will be
made to reorder requests within a queue.) The new SSS command,
move_daemon_request or mdr (mwith a subroutine interfacel, will
Juse simiiar control arguments to tnose for ldr and cdr. A
complete command description will be found in Appendix II.

Note on New Control Arguments

New control arguments, =~idsy -entry, and -user, will be oprovided
for the list_daemon_request, cancel_daemon_request,
move_daemon_request and next_rea (driver) commandsSe The =-|ld
control argument to ldr will cause the <match_id> of each request
|isted to be printed (thils iIs how we get the <match_id> values
for cdr and mdre.) The -id contro{ argument to cdry, mdr and
next_req willl input a <match_ld> for selecting a requeste The
-user control argument to cdr and {fdr will replace =-admine. The
function will be the samey but the name =-user is more maeaningful
and will be the same as the arguments for mdr and next_reqa. The
-admin controd arg wili continue to be supported for several
releases for upward compatabillity.

When searching the queues for a request which matches dJser,
pathname or entryname, and any speclfled <match_id>s the mdr and
cdr commands widl search trom the end of the Jlast queue toward
the head of queue § until a8 request which matches the criteria is
found. Ambigulties will not be diagnosed (i.eey Lf two requests
would matchy the first found will be used.) Homever, as
mentioned above, the next_req driver command will search the
queues from the front back to find the next request to rune.

B Forms Account ing

The I0 Oaemon released with MR bel coOntalned variable page size
and slew to channel features which are very useful In producling
output on preprinted forms. Several sites have reguested the
ability to charge di fferent rates for using smeclai form stockas
Currentiy tnhe IO Daemon prices are fixed per queue for all
request types. We need a way to charge different rates for each
queue of 3 request type.
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Design Approacn

There 1ls a planned extension to the accounting mechanism which
would allow the slte to define certain "“resources®™ and set a
orice for eache. The details of this plan are beyond the scope of
this MTB8, but the proposed wuser interface wWitl be descrlbed
oriefly.

A new entry to system_info_ (get_resource_price) will be added
whicnhn wiil take an ascil resource name as [(nput and return the
current price or an error code. The resource price list will be
some form of a linked llst of name-price palrs (something like
the value_segle An administrative command wltl be used to set or
change the price of any resource the site defines. {Accountling
extentlons to provide a breakdown of accumulated charges by
resource for each usar are also planned.)

With this site defined price list and subroutine interface, the
administrator can dafina a3 resource for the llne charge for each
request ftype and queue {(or even make them all the same by only
deflning one IO prical)e

The pblnding of a resource price to a request type and queue wlil
be done wusing the iod_tabless A new substatement, !ine_charge,
for request type entries wlll be deftined which will look likel

Request_type? printer;
generjc_typel printers
fine_chargjet prt_qls prt_a2s prt_q3s ort_qbs
devical prtas

There will be one reguired entry for each queue defined for the
request types cacn strings ee.9ge prt_q3s will define the line
charge resource price nhen it is passed on to
system_info_3get_resource_price. The lod_tables compller witl
check to see that there are the correct number of prices defined
for each request type and that each price ls defined In the
system price liste. The actual resourca price string will be
stored in the lod_tables for access by the driver during
Initializatione This will allow a prlce change to take effect
Without recompiling the lod_tablese

During driver injitialjizationy iodd_ will pass a polnter to the
resource price information of the lod_tables to
lo_daemon_account_8init (a3 new entryde The prlices for each queue
will be obtajined from system_info_ and stored in Internal statice.
If a price is undefjinedy the driver will fail inltiallzationa
This approach does not preclude other pricing stratagles for the
futures csges per page charges for any form types, Cpu charges or
real time chargese.

As each request [s procassed, [o_daemon_account_ wiil be called
in the usual way to campute the charge for each copy flnished
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usling the stored prices.s Notjce that tne prices will be constant
for the life of the driver, but are re-established whenaver the
driver switches to a new_device or re-inltiailzes. Currentiy,
the queue prices are flxed for the 1ife of the process. We could
make the price changas more dynamicy le2es call system_info_ for
the oprices each time io_daemon_account_ is called, however, IO
prices are changed so infrequentiy, that the extra overhead s
not Justifled.

For nowsy all [0 Daemon charges accumulated by a wuser wjill be
stored in the PDT Just as they have been for some time. Thils
means that the total IO charge wiil no tonger be subject to
verjitication by wmultiplying the total {ines per queue by the IO
rate for the queue. This problem witfi be solved In Iater
enhancements to the accounting mechanisnme.

Ce. Do Certain Requests Later

Several sites have requested the aolllty to place certain
requests into a form of ™defered state"™ to be processed at some
later time. Sometimas the decislion to defer a request would be
based on afttributes of the requesty like how long It will take to
rune. Thereforey, an automatic defer mechanism would be useful.
At other timesy an operator Interface to defer a request would be
usefulie

Design Approach

For the simple case of defering a request which has not yvyet been
seen by the coordinatory we will allow the move_daemon_request
command to be the solutions The only problem with this s that
the reguest wlil {ose lts position Ia the gqueue. Buty [t will
definitely reappear automatically at some {ater time without
fur ther action by the oparator.

For the other casesy the driver needs a mechanism fo tell the
coordinator that [t has Dbypassed |[ts current request. The
axisting "keep_in_queue™ bit In the request descriptor s meant
for this purpose. On receipty the coordinator will not delete
the reaquest from +the queue, but will remrite the request
{preserving the sender iInfo in the message header) marking the
regquest as being in the defered state. This will allow the wuser
to 1.5t the status of his requests and see that It s not being
run even though It Is at the head of the queue. The coordinator
will contlnue passing requests to the driver starting with the
next request in the queus.

To compilete the mechanism, we need to define a new lpc message
from the drjiver to the coordinator which wWitl cause the
coordlinator to go back to the head of each queue for the request
type of the requesting driver. This nen Ilpc message will be sent
to the coordinator on driver command onlve (See the restart_q
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driver command In Appendix Ils} Thils will alion remote RJE sites
to go back and pick up any defered requestss. (A future extension
might be to have the coordinator automatically go back to the
head of the gqueues when there are no more requests to runs This
will require more thought to avoid looping due to automatic
defering of reques tsa)

There are advantages of tnhnis approach over a special “"holding™
queue (as some have sugcested.) The requests will retain their
place in the queues and actually get flrst priority when the
coordinator goes back to the head of the queues. Defered
requests will automatically be re-examined when the coordinator
Is reinitiatized {(generailly once a dayle Also, the need to have
one "holding"™ gqueue per request type is avoided, thus saving
extra seldom used segments.

With this basic mechanismy Wwe can lmplement both an automatic
defering of requests mhich exceed some processing criterjia and an
operator command to defer the curreat reqguest (probably given
after a QUIT).

The initial criterla for automaticly defering a request st the
reguest will take too long to processs and the line length
requested is too long for this device.

To provide the fjirst autcmatjc criferla, we need a way fto
estimate the time needed to process a request. The estimate does
not have fto be too accurate. The request processing program
(esge do_prt_request_) will maintain an exponentiatly smoothed
average of the numbar of bits per sacond of real time (call this
Rate) used for IO operationse. Then,

time_estimate = n_copies * bltcount / Rate

A driver specific command xiil be provided to allow the operator
to specify the maximum time he will allow for a request. {See
set_defer_time in Appendix Il.) For each new requesty it the
time_estimate > defer_time, the request wlll be deferedes The
time_estimate can also be used in the iog message to warn the
operator that the current request wiltl take <M> minutes to
Processe

For completenessy Rate will be reset during drjiver
initiatization. The current processing time will not be added
into the Rate calculation it any errors occured or |t any
conditions wmere signaleda The flrst request wlll always be
processed and jts time will be the tirst value ot Rate. Values
outside of 20% ot Rate will be discarded. Separate Rate values
will be needed for each stream/swatch in output_request_ e.g.
print and punche.

For the line length criteria, the user®s requested 1{ine tength
will be compared to the phys_line_length of the device and the
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request detfered [f there is not enough spacee. Therefore, users
who really don*t want their requests spooled onto a 132 character
per line printer will be savede

For any request defered automatically, 3 message to the operator
wili be printed (and maybe the user will be notitjed if the
notify bit s on).

The operator will be abla to manually dafer a request by issuing
the new standard driver command “defer™ (See command description
in Appendix II.) This commana can be glven at elther request
command level or at quit command level. The etfect will be the
seme as though fthe reaquest haco been defared automaticallye.

For the tirst implemantatlony, any defered request wlll eventually
be run from {ts original queue for accounting purposes. Later,
we may want to think about giving the user a rebate for delaying
his request.

The list_daemon_requast command will be changed to ignore defered
reaquestsy unless requested by the new =-defer control argument.

De Site Detined Operator Commands

There seams to ba a growing need to provide the abillty for RJE
terminal operators to execute normal Multics commands which are
not known to the I0 Daemon driver 1Jlst of closed sub-system
commandse The most notable s the need to see It there ls
anything in the driver®s request type queues. Next is the need
to last RJE jJobs submitted by the remote statione Then comes
cary move_abs_requesty run jJob ABC nowy cdr, idr, eee and the
1 ist goes on.

Design Approach

Clearly we cannot add code to jodd_command_processor_ every time
some new bell or whistia Is added to the system. What we really
need [s a form of "“x command™ for the operator to be able to
axecute a site defined exec_comes Just like the initiallzer x
commande.

The probiem here is one of the structure of the I0 Daemone. Each
of these commands, 1dr, lars etce.y has been written with the
assumption that It can print on user_outputy, or error_output and
talk to the user. At & remote RJE stationsy the operator recelves
output over some other stream (switch) While user_output ls
connected to the iniltlallzer®s consoles Imagine the output fronm
1idr appearing on tnhe operator®s console without being requested
and tne poor RJE operator seeing nothinge.

Therefore, an x command for the driver 1s proposed whicn wil}
reattach the wuser_output stream {swiftch) to the slave output

“
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switch (with a oroper any_other handler of course) and call
exec_com with the remainder of the command Ilnes An attempt wili
be made to ailow the operator to respond to gquestlons asked by a
cammandsy however, due to the strange nature of input and ouftput
for remote devicesy this may not be practical. Atl conditlions
raised which would terminate an exec_com wiil be fatal errors fto
the x commande The exec_com will be called jod_admins.ec and wiil
be stored in >ddd>iddy the IO Daemon root directory.

A special active function for drivers will have to be defined so
the Jod_admin.ec can get the names of the request type and device
it the driver calling ite 7This ls needed so that a simple “Xx
| {st® can be used to |Iist the requests [n the qgueue for a
particular driver wlthout wusing up the first several exec_com
argumnents (which mould not be extensibies)

E« Positive Binding of RQTI Segment to a Request Type

The original MCR which added request type iInfo segments (rqtl
segs) to the I0 Daemon stated that a new keyword would be added
to the iod_tables for e€acn request type entry so that the name
{and need for) a rqti seg would be bound to the request type.

The initial inplementation simply initiated a segment In a
particular directorve If the initjiation falledy, default values
were used. It (s posslble for the rqtl seg to get deleted,
damagedes etce and lts need for corract operation of the request
type would not be notjlced until some requests were Ilmproperiy
orinted (and possibly deleted).

Design Approach

This change is trivial whlle the iod_tables compiter is open for
changes to support the jtems abovee Tne original ptan should be
foillowed,

The syntax of the new jlod_tables entry would bet
rati_seg:? printer_infto3

The ascili string “printer_info™ would be stored in the
ioa_tablese. The driver would find this entry for lts request
tfype. If the string is non blanky the driver will initiate the
segment in >ddd>idd>rqt_Iinfo_segs. It initiation talls,
Initialization of the driver will fall. The keyword would be
optional and if not jivensy a blank string would be stored.
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Fe Max Queues per Raquest Type

Sites which use many request types for special forms find that
one queue wWill genedrally be sufficlect while 4 queues are often
neaeded for the normal printer request type. In cases where &
queues are needed for any request type, the current
lmpiementatlon requires 4 queues for every request type (or
possibly some ftricks like an empty dummy queue with ail the added
names of the unused queuss)e It seams nunecessary for sites to
maintain extra queues or to use tricks to get around our software
limitations. .

Design Approach

Add a max_queues substatement to each request type statament |n
the lod_tables. This ksyword would be optlonal. The default
would be given by the global Max_queues statemente.

The iod_tablas compiler would piace the number of queues In the
request_type antry of the complled lod_tabies. The
print_jiod_tables command would dispiay any value not equal to the
31obal value.

The create_daemon_queues command would use the per request type
vajue for the number of queues to create, Instead of the global
value.

The coordlnator would only look for queues 1 to max_guaues.

With the new accounting mechanism described wunder grobiem B
above, there Is no {onger a problem defining a default queue
other than queue 3 due to fixed pricings Thereand default_queue
fore, lod_info_ will be changed to return the max_queues and
defaul t_queue for each request type. The commands dprlint, ldr
and cdr will use these valuese The default queue will be defined
as the highest numbered queue or quaua 3 1lf there are 4 queues.
This allonws queue 4 to become a Jow priority queue. (An
al ternative would bDe tao define the default ({n the lod_tablese.
But this has not been requested by anyone and may not be worth
the trouble.)

Ge Don®t Delete User Segment If Error 0Occurse

Several errors are currently hidden from the driver by the device
dimse These include! out_of_papery papar_Ilowy manual_halt, etce
For printlng and punchingy, the user usually wants a nice clean
listing or card dacke However, th2se conditions may have
prevented thiss The user shouild get another chance to lssue hls
request it operatiors talls to use the restart command after
these conditions oCCuUure
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Design Approach

The printer dim witl be changed to record the number of errors
which occur while printings Thils will be stored in the SDB. A
new order, "“error_count”e witl be defined, which will return the
current arror count valuea The error count valfue will be set to
Zero oy the “reset™ order.

The do_prt_request_ program will be changed to make the
“error_count™ order call after each copy of the request has been
printedes If the count is greater than zeros the dont_delete ftiag
mill be set to prevent the coordinator from deleting the sSegment,
it the user has so requested. Hhen the deletlon has been
cancelled in this manner, the user will be notjified it the notify
flag was set in the dprint messagee.

A similar change will be made to output_request_. However, the
“error_count™ order cail will result Iin tne current non-actlion {f
the wundeflned_order_request code {[s returned. This wlil allow

the “error_count™ order to be added to the card dims a&as time
permifse

Schedule For Implementatlion

For the interlm MR p=5 sSystem {about June 1978) the following
probliems should be fixed?

Aa. Changing The Prlorlty of a Request.
Bs Forms Accountings

Oe Site Defined Operator Commandse
{Without operator response to command query)

E« Positive Binding of RQYTI Seg to Request Type.

The remaining tasks will be completed by MR 7.0
Ce Do Certain Requests Later.

De Site Defined Operator Commands.
{Rith operator response to commands, if possible)

Fe Max Queues per Request Type.

Ge Don*t Delete User Seg on Errorse.
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Appendix I

Choosing A dprint Match Id

Choosing the <match_id> for identifying a dprint request seems to
be the most contriversial subject of the user intertfaces
descrlbed 4in this MTB. I will walt for the design review to
resoive the final approache The major lssues aretl

i« Should the <match_ld> be unlque among all queues of alt
request types? Or, Just within a request type? O0Or, Just
withln a given quaue? Ory Just wlthin the process?

2e Should the <match_id> stay with the request {f it s moved
from one queue to another? To another request type? I If it
is moved by el ther the owner or by the operator for the owner?

3« Should the <match_Jid>» be a small character string? A clock
time number? Part of a <clock time for ease of typlng? A
dprint job number Jlke absentee Job numbers?

ke Should the <match_id> be printed on the head_sheet? In the
iog? Is it really part of the request?

To keep this all in perspectivey, the user and pathname will
uniquely lidentify most alt requests. HWe need the <match_id> to
resolve ambiguities only in rare casess Bute It the <match_ld>
ils truly a request unique idy the need for typlng the request
typey queue, segment name and possibly user name can be avoldede.
Some possibte aporoaches are described here to stimulate
discussione

One approach would ba to assign unique dprint request 1lds (like
the proposed absentee Jjob ids) as 2ach request [s put jinto a
queue. This would have the advantage that only a single request
id would be needed to identity a request In any of the queues of
any ot the reqguest typese. However, there are problems.
Rewriting each message by the coordinator (which would assign the
lds) would introduce additional overhead, due to the frequency of
dprintse A flnite Iist of request lds are desjreable to keep the
mnemonic smali (who fikes !B8BxRQhdPkBnT.) However, some ids can
remain In the queues indefinitely, and use up avallable ids. In
additlony, when a request Is cancelled by the user or mseg
salvagery, the coordinator may not be told to recialm the request
ld and therefore must verlify ail outstanding ids during
inltialization by reading each request in each queue of each
request typee

Anotner approach would be to form the <match_ld> from the time
the request was added to the queue. Thls time can be found in
the request header. (The message id could be used (f we wanted
to depend on it*s being a true time. However, the match id would
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then have to change {f a request was moved from one queue to
anotheres) The time datas being part of the request, cannot Dbe
assumed uniaque and can be set to any value by any process which
can rewrite the message (not securels The mnemonic form of the
match 1d could be YYMMDDo.hhmmdec (eeges 780316.1625243210 ftor
3716778 412542000 pmde Not all the string would be needed to
match against the request <match_id>. The fotlowing strings
nould match the above examplel! 16259 5169y 316y 161625 and
etcC. The rule ist If no "“."™ is given, the number (s taken as
the right hand part of the <match_id>»>. If a "™ Is glven, the
digits bpefore and after the ".'" are taken as the right and left
parts ot the <match_id>. The digits specifled for the right and
left hand parts must De equal to the same digits In the
<match_id> for the match to occur.

A thiard approach might be fto add a 36 bit unlque fs_time to the
message header. This message wunlque ld could stay with the
request as long as it remains within ring 1. A move messaga
primytive for moving a request from one queue to another could
ther preserve tha id for the move_daemon_reqguest commande. The
mnemonic form could be the same as above, but shorter maybe.
Againy this message id would be unique among all requests in ring
1. The drawback Is the size of the task of changing the message
segment formats convarting ofld versions, and satvaginge.

Lf the <match_id> was not going to be used to tell the operator
which request to run nexts, a simple assignment of short per
process character strings associated with request lds (prepared
by ldr) would dos. But than, would it be worth doing at all?
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Appendix II
Command Descriptions and Documation Requirements
Standard User Commands {MPM Commands)
Name?$ move_daemon_request, mdr
The move_daemon_requast_command ls usad to move a request from
one I0 Daemon queue to anather. The move may be within the same

request type or from one request type to another. The request
wiltlt always be pltaced at the end of the target qQqueua.

Usage? move_daemon_request path =control_args
Wherel
path is the segment pathname. (Required.)

The following control arguments may be used?

-entry specifies that the request wlll be Jjdentifled by the
entryname portion of the pathname. (Optionala.)

-id <match_id> specifles that the request selected must also
have the specified match ide {(Optionals)

-rqt <A>» specifies that the reguest to be moved wili be found in
request type <A>, It not specltiedy request type
printer wilt ba assumed. (Optlonal.)

-q N speclties that queue N of the request type contains the
original requeste If not specifiedy, the default queue
nwill be assumed. (Optional.)

~-to_rqt <3> specifles that the request shouid be moved to
request type <B8>, If not specifiedy the orlglinal
request type #ill be useds Request types <A> and <8>
must be of the same generic type. (Optionals)

-to_Q N specifies which queue to move the request to.
(Required.)

-yser specifies the person (optlonally persone.pro}) of the
submitter of the request to be moved. The default is
the group id of the processs This control arg |is
primarily for the operator. Both r and d 2xtended
access are requireds This control argument wlll cause
the command to attempt to use privileged mseg
primitivese. (If the user lacks access, standard
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primitlves will be useds) The special mseg primitives
will preserve the orjiginal ldentity of the submitter.
Tne AIM ring_1 orlvilege wll! be needed to preserve the
original AIM attributesa.

Name3 list _daemon_request, ldr

The 1ist_daemon_requast command eseas {S5ame as MPN)

New optlonal control argumentss

-id specifies that a match id shoutd be »printed for each
request that the command listse This match ld can be
Juysed with the cancel_daemon_request command.

-entry <entryname> specifies that the requests \J{lsted should

have the given entryname.
(#***% Onjy it time permits, ¥¥¥¥)

“USer <name> specities that only requests tor tha
specified wuser (person or person.project) should be
iistede.

-de fer specifies thar only detered requests should be lilsted.

Name?l cancel _daemon_request, cdr

Tne cancel_daemon_request command .0+ (Same as MPM)
New optlonal control argumentst

-entry speclfies that only the entry name portion of the path
argument wilil be used to select the request to cancel,
starting from the end on the quaue.

~ld <match_id> specifies that the request to be cancelled
must have a match id which corresponds to <match_ld>.

-Jser <name> speclifies that the request to be cancelled
must have been submitted by the glven user (person or
personsproject)s The default |Is the group 1id of the
processs {(This control argument requlires speclal
access not given to most uUserses)
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Namel temp_arg

The temp_arg active function [is used to return character strings
previously defjned by Tthe processe It [s similar to the value
active tunctione Tha values are stored In a temporary segment in
the process directory.

JUsage!l {temp_arg Keyl
Where Key i1s the name of the character string whose value [ls to
be returned. Key may be up to 32 characters long and the value
returned may be up to 168 characters [(ong. The value of Key must
heve been previousily defined In the processs otherwlse the string
“undefined!™ wlli be returned.
The temp_arg active function (s used by the I0 Daemon driver to
pass along certaln names to the Jod_admin.ec. The standard
reserved Key names for the I0 Daemon ares request_type and
maj)or_device.
The value of Key is detined by calting temp_arggset!
Usage! declare temp_arggset entry (char (*), char (*));

call temp_argdset (Keyy key_valuel)$

or from command {evel

temp_arggset Key key_value

I0 Daemon Drjiver Commands (Mul tics Bulx I/0 Manuai)

Name?$ next_req

The next_req standard driver command is wused to speclify which
request s to be run next. It may be lssued at any driver
command level. If a3 request is ln progress, it will be completed
{uniess kliledy cancelted or defered) before the specliftied
request will be rune.

Usage! next_req {(dev}) path =~user <name> {(~]ld <xx>}

WHheres

dev is the optjonal minor device. It Is required ftor a
driver with multiple minor devicese. It serves to

identify the request type and device cfiass for the
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drivera,
path ls the segment pathname. (Required.)
-entry specifies that only the entryname portlion of path Is to

be used to find the next request. (Optionaia.)

-user <name> specifies the name of the submitter of the
regqueste. Genaerally the person_id alone will suffice,
but person.project wlll be accepted. {Required.)

-ld <xx> speciflies that the request to run next must have a
match [d which corresponds to <xx>. (Optionala.}

Name?l restart_q

The restart_q standard driver command [s wused to tell the
cordinator to go DpDack to the head of all the queues for the
request type of the driver. This is done when some requests have
been defered and are now to be rune

Usaget restart_q {dev}

Wheres

dev is the optional minor device name«. It is required for a
driver with muitiple minor devices. It serves to

identify the request type of the requesting drlver.

Name? defer

The defer standard driver command is used to defer the processling
of the current request. It |s used after a3 QUIT (ilke the kill
and cancel commands)s but the request wili remain In the queue to
be processed fater (See the restart_qg command). Any defered
requests wijtl pDe reprocessed whenever the coordlnator is
initialized.

Usagetl defer
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Namet sat_defaer_time

The set_defar_time davice speciftic driver command (s used to set
the time Iimit for automatically detering a request. Any request
received by tha drjiver which has an estimated procassing time
greater than the defer time wlll be detered for processing at a
tater time.

Usagel set_defer_time (<tlime>}

Where <time> is the value of defer time to ba set. The <time> |s
specifled in mlnutes and applles to ail coples of a request. It
the <time> argument iIs not specifiedy tne current defer time will
be printed,.

Name? X

The x standard dr lver command s used to allow each sjite to
def lne any speclal commands for the drilver as needed,

Usagel X <command>» <args>

Each <command>» string is taken as belonging to a label in the
lod_adminsec, [f 3 1{t3bel Is not found,y, an error message is
printeds The site administrator wnill create the jod_admin.ec
with any labels he choosese FEach label will correspond to a set
of commands which may be executed by the drilver process. Special
keywords to the tamp_arg actlive function (request_type and
ma)or_device) can oe used to speciailze the lod_admin.ec to the
needs of the driver.

All <args> will be passed on to the exec_com in the form of k1
&2' etcCe

Changes to I00D Tabliles {(Multics Bulk I/0 Manual)

The following substatements nmust be added to the descriptions of
the "Request_typet™ statement.

line_charget P_ale P_a2e P_a3s P_q4s

The Jine_charge substatement detines the resource
prices for trhe line charge of each queue of the request
typee This substatement |[s requireds The resource
names for each gqueue must be glven In order starting
With queue 1.
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~ max_queues? N3

The max_quaues substatement s used to refine the value
specified by the Max_queues statement to appiy to an
individual request type when (it |s differents The
value of N may be from 1 to 4.

rqti_segs! enfryname;

The rqti_seg substatement is used to define the name of
the rqti sagment to be used wnith the Request_typee.
This substatement s optlonale. When specitiedy, the
entryname must correspond to a segment entryname in the
>ddd>]ldd>rqat_info_segs dieectorye If the segment does
not existy an error message will be printed. When not
specifiedy no driver will loox for a rqtl segment for
this Request_type.

Supporting Documentation

’-. The changes described in thls MTIB assume certaln changes to
related procedures whlch are not being implemented by this set of
taskse Thesa aret

system_Into_$get_resource_price (resource, price, codel;

ed_jinstallation_parms

Proper documentation of trese [ntertaces will be verjified as this
MTB is Iimpiemented.



