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Subject? New Storage System Backup

introgduction

This MTB proposes a new backup suosystem for the storage
systems« The proposed design [s based on the observatlons and
conclusions of MIB-203 *“Attributes of 3 Good Backup System.”
What |[s present here Is a deslgn overview. Detailed deslgn
descriptions and future functional and performance extensions are
deferred to future MTB's.

The present functions of backupy Incremental, consolldated
and compiete dumping as well as retrieving and reloading are
retaineagsy although some of their definitions are changed. The
need tor offline physical dumps, BOS SAVE and RESTOR functions,
Is eliminated.

The proposed design has two major dlfferences from the
present backup. They aret
1a Backup [s assumed to be a system function and as such
is not invokable by the general usere.
Ce A hierarchy scan 1Is no longer used to determlne what

data objects should be dumped.

Refipnltion of Teras

Before proceeding w#with the body of the proposat, It ls
useful to define some terms that wlil be used.

data object =~
A unit of blnary iInformation. In the context of this
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gocument a segment or a dlrectorye.

incrementat 1ist - .
A per physical volume list of data objects that have been
modifled since the start of the last incremental dump <cycle
of that physlcal volume.

consoljidatea list ~-
A per physical voiume |Ist of data a2bjects that have been
incrementally Jumped since t he start of the las?t
consoliaated dump cycle of that physical volume.

no Incremental dump swlitch {(nld} -
A  user-settable segment switch which, [f ony disables
incremental dumping of the segment.

no complete dump swltch (ncd) -
A user~-settabla segment switch whichy 1t on, disables
complete dumpiny of the segment.

Qesign_Limitations

Before describing the new design in detail It is useful to
describe what [t wlll not do. The new design does not provide all
the varied functions of the present backup subsystem nor does |t
repiace the present subsystem. Instead [ts maln purpose, as
describea In MTB-203, Is to provide a fastsy Inexpensive, and easy
to operate methoa of data recovery which maxlmizes system
avallabitity.

The new design has no provision for pathname directed [nput
to the dumper. Furthar, the new recovery mechanlsms preserve
uldses Thusy the new. deslign 1Is not sultable for use as a
transmission method betwaen two sites as there will be no way to
specity what Is to be dumped and no wmay to guarantee the
unlqueness of a forlegn ulde This means that system
distribution, the carry facitity, and any tape archival
operations must continue to use the present backup systenm.

The present consolidated dumper uses a date criterjon. The
new design does not and will only find those data objects which
have peen incrementally dumped since ¢the start of the last
consoliudated dumpe. Thus it will not be easy to create overtapped
consolidated tapes. Two options, descrlbed below, wlll atllow
cumuiative consoiidated dumplng and date dumpling per physlical
volume.

The new design relies on the exlistence of the branch before
a retrieval is permittede Thls is done for reasons of access
control and to ensure that the user retrleves what he wants. Thus
retrievals of deletad segments may ifnvolve a two step operatlone.
The retrieval ot a long deleted data ob}Ject may be very complex
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it the subtree has also been deleted. Fu~ther, because of thls
restrictiony, cross directory retrievals wifi not be allowed.

Qpecational Enyironment

Backup will operate In ring 1. The dumper mechanisms wli!
operate at a system high securljity level. The recovery mechanisms
Wwilil operate with system privileges. The speclal case access
control now afforded the SysDaemon projlect can be removed from
the system. These changes can be made because backup®'s methrod of
accessing data objects to dump and recover [s at the physlical
volume level, through privileged gatesys, rather then through the
storage system hlerarchy.

anlcdl

Control of which physlcal volumes to dump will be deflned In
a input control sagment tisting loglcal votumes. Loglcal to
physical volume ftranslation wili wuse the Loglical Volume
Registration File as descrlbed Iin MTB-229. The loglcal volumes
specitied in the control flte need not be online but they must be
registered. It wii! be possible for a site to have different
dumper processes for logical volumes whlch are In different
security catagorieasse.

Incremental Dumping

The incremental! dumper will appear to operate In much the
same manner as ]t does today. The lncremental dumper wlll cycle
in a round robin manner dumpling from each specifled physlical
volume, in turn, tnose data oblects that have changed since the
tast passe. The data objects whlch have changed wlltl be deflned
by the Incremental list. If the data obJect dumped does not
alreagy appear on the consoiidated list it will be added. If the
data object was modifled during the dumping interval It wlli be
feft on the incremental |lst, otherwlse It Wll!{ be removed. If a
segment has the nid switch on it will be removed from the
Incremental |lst regardiess. Incremental dumping by dlfferent
processes of the same or daifferent loglcal volumes can be done In
parallel.

Consolloated Dumping

The consolidated dump of any logical volume will contain
those data objects incrementalliy dumped since the start of the
previous consolidated dump for the logical volume in question.

Data objects dumped wlll normally be removed from the
consolidated {ist untess they have been lIncrementally dumped
since the start of the consoljidated dump. An optional mode,

mhere data objlects are not removed from the consollidated tlst,
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wil) be provided tor a cumulative consotlidated dump betmeen
complete dumpsSe. Thne nid switch wlll not be respected nor wlil
usage informatlon, descrilbed belowy, be updated. This lIs because
consolioation Is for system convenience, not for user protection,
Consolidated dumplng by ditferent processes of the same or
different logical volumes can be done [In parailel.

Complete Dumplng

Complete volume dumping will be produced for each 1logical
volume specifled. The VNTQC for each physical volume will be
treated as a list of data oblect and successlve data oblects wllil
be dumpeds. The ncd switch will be respected. The volume header

will!l not be dumped since 1t will be recreated during volume
initialization, described belowy, should the volume have to be
reloaded. Each complete logical voilume dump wiil begin on a new

tape. An option will be provided to select what data oblects to
dgump by a date criterlon.: This provides a simltar functlon to
todays consolidated dumps but at a physical volume level.

Maps_ang_Lods

The incrementaly consollidatedy and complete dumper wll}
update a tape 109 as they operate. The tape 10g witl record
wnhich physical volumes ara contained on which tape. The tape log

will be self cleaning since the existence of a consolldated tape
will obviate the need to record a serles of Incremental tapes and
the existence of a complete dump of ail physical volumes will
obviate the need to record a set of consolldated tapes. Care
will be taken to provide at least one prior dump cycle to falti
back to in case of tape errore. An error tog will also be

maintalned. The error log will be managed In the same way that |t
Ils today.

No other maps or 1ogs will be produced. The main reason for
dispensing with the current map strategy lIs the cost to create,
printy and store the maps. The present maps are used only for
retrieval tape identificatlon and are an lnherent securlty risk.
The use of a tape table of contents and the storing of the 1last?t
dump tape ids in the VI0C entry, as described below, ls a much
better solutlon.

To provide continuity wlth todays backup operation two new
utitity programs #ill be provlided, The first operation wili
produce a printable descriptlon of the hlerarchy simllar to the
map produced by todays complete dumpe. The second operation wiit
verify the readabltlty of a dump tape and produce a (]st of
the data oblects the tape contains.



MTB-233 Page 5

Retrieval

Data objects will be retrieved by uld match rather then by
name. This wilil require the existence of the directory branch
prior to the retftrieval of the data objlect. Branch retrieval, it
necessary, wilt be done using the dump tape Jds stored In the
VIOC entry of the parent directory 1In conjunction with the
salvager verification and merge operations describec beiow. This
approach has been chosen to allow access checkling prior to
retrieval and to guarantee that the data ob)ect recovered Is the
one described by tne branch. Once the data objlect uld Is known
the incremental tapes can be scanned in reverse tape
chronological order. The tape table of contents, descrlbed below,
will be used to minimize tape processing. If the VTIOC entry has
not been losty, the tape scan can be dlspensed with slnce the last
dump tape lds wll]l be available. The tape lds wlil also allow a
Juyser to follow the <chalin of dump images as far back as he
choosess

Reload

A reloaa of a physical volume wlill normaliy be requlred only
if the VTIOC is unreadabie. In all other cases the salvager will
iog the data oblJects which must be recovered and the scheme
described below under system startup can doe used. The reload of
a physicai volume proceeds as follonse. Reload Initlallzes a
physical volume using the same methods used for storage system
volume initiatizatlion. The tape log 1Is consulted and each
incremental tape which contains data oblects from the damaged
physical volume |[s scanned and the data ob}lects reloaded. This
ls aone in reverse tape chronologlcal order untll the flrst
consoliagated tape is encountered. From then on only consolldated
tapes are scanned In reverse chronologlical order until the flirst

complete gump of the physical volume is encountered. Once the
complete dump is scannaed the ophysical volume can be made
avallable to the systenme. Reverse tape chronologlcal order is

usea so that only one copy of 3 data oblJect lIs reloaded. Once a
VIOC entry and its assoclated data oblect, If any, Is reloaded,
all further occurances of the VIOC entry and the data objJect on
later tapes are sklpped. Reloading is a sequential operation on
3 peripheral physlical voiume, The reloader reconstructs a
{ogical lmage of the (ost volumes Multiple reloads of different
physical volumes can occur In parallel.

Hacdeore Moditflcatlions

The supervisor wlil be modifiad to manage the Incremental
and consoljdated lists. These Ilsts conslist of unidirectlonal
threads in VTOC antrles. At "update VTOC entry® time if the nid
sWwitch 1s offy, the data object has been modifliedy and It Is not
3lready on the Iincremental listy [t Is threaded one. The
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incremental 1ist therefore has no timewise order. It Is simply a
tlst ot all modiflea oblects not dumped since the last
‘lncremental PDaSSe When a data oblect is created the new VTOC
antry is put on the incremental threads When a data oblect |is
deleted the freed VTIOC entry lIs put on the Incremental llst. For
performance reasons, the AST entry contalns the nld swltchy, the
Incremental list thraads, and a backup entry hold switch. In part
3 of the VIOC entrys space [Is allocated for the storage of
date-time~-dumped, the consolldated list thread, the ncd swltch,
and tne Jast dump tape ids.

An access method is provided to allow a dumper to
efficlently get coplies of data obljects that are to be dumped
given the physical volume ld and VTIOC Index. This method wlil be
more fuijy discussed In a forthcoming memo. For the purposes of
this MTIBy the interfaces defined In Appendix B will suffice.

2atvager_Interface

The salvager will fog any data |[nconslistences, data
unavalilability, and data losses It encounters. The data loss log
wilil be used by backup for data recovery operations as a part of

system startup as described belown.

During a retrieval operationy before any retrlieved directory
is added to the exlstent hlierarchyy It wliil be verified by a
salvager airectory verliflication procedure. After verlfication
the salvager will be used to merge the contents of the two
directories. The merge operatlon will restore specifled missing
entries to the online directory without destroying new entriese.

List _Consistency

As noted above the driving function of the Incremental and
consolidated dumpers is per physical volume threaded llsts of
VIOC entries. Care must be exercised to preserve these lists and
a methoa of reconstruction, {f a 1ist s damageds must be
avallable., Otherwise a data object might not be dumped and thus
be tost for all time.

In order to minimize the complexity of 1ist management the
following rule will be Imposed. Only one tyoe of a dump of a
single physijcal volume wilii be allowed, Different types of
dumpss such as incremental and complete, of the same volume wlll
be allowed.

When the system s shutdonwn, either normally or as the
result of a crashy, information about the dump state of each
physical volume will be updated In the vojume header.

ﬂ
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It the above cannot be done the the volume must be salvaged.
The physical voluma saivager will rebuild the Iincremental and
consolidated tists and reset the pointers [In the volume header.
Because the list order is not [mportant thils can be done by
comparring the date-time-modified(dtm) In the VTOC entry wilth the
date-time-volume-{iast-dumped In the volume header. If the dtm is
greater then the item is rethreaded on the appropriate list.

2¥stem Startup

At system startup timey before users can logins, the data
foss 1og prepared by the salvager wll] be scanned and sorted by
backupe. The sort will order the data objects by hierarchy level,
or some other measure of Importance. Under operator optlon, all
the important missing data oblects will be retrieved before users
are allowed to Jogin. Once this is done users wit!l be allowed on
and the operation will continue tilt all 1ost data objects have
been recovered. This scheme |s proposed to ensure that users are
not allowed to login untl] the system can support theme.

Resourge Usagqe

Many of the segments that are dumped today and recovered In
the event of a fallure can be easlly recreated by the user rather
then being adumped and recovered., Examples of these are object,
tlstingsy and runout segments. To decrease the system resources
Jusea by backup it Is proposed that the system Interfaces that
create recreateanle data oblects set the nid and ncd swWitches on
as the defaulit. Commands wlll be provided to override these
default settings for those users who deslire.

Metering

Backup wili record cumuliative statistics about |its
operation for flater 3nalysis. Thls wlll Inctude jtems such as the
ammount ot system resources useds the number of tape errors, the
number and record size of segments and directories that were
dumpeds and other ltems that are deemed [nfteresting.

Tape Format

Backup will use the standard Multlcs tape Iinterface. The
tirst logical record of the tape will be a log contalning
general Information known at the beginning of a dump cycle. The

secona loglcald record wlild be the tape 1og descrlbed aboves
Because the tape log defines which tapes should be mounted and
in what order, the chance of operator error durlng any data
recovery sequence wlll bpe minlmizeds The thlrd ltogical record
will be a ftable of contents of the previous tave., This will
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increase the speed of the retrleval operatlon because onjy the
tirst tape and the one that contains the data obJect sought must
completely scanned. All other tapes wlill be read only tor the
table ot contents. The tape table of contents can optlonally be
lett online so that no tape reading need be done. Since {t
consists of one uld (one word) per data objlect on the tape the
size shoulad be small. The table of contents wiil also provide a
cross check that reverse tape chronological order |[s belng
maintalned. Subsequent loglcal records on the tape will conslist
of a pattern identifiable header preceding a data object.

Pectormance

Specliflic numbers cannot be provided, but some general
observations about how the present and proposed backup systems
operate and thus some conclusions about thelr relat]lve
per formance can be made. The present Incremental and
consolicated dumpers perform tree walks of the hlerarchy to
focate data objects to dumpe These walks Involve many dlrectory
operationsy locklngs searching, and comparison. In the new
storage system the relocation of the dtm to the VIOC entry means
that gate comparisons take twice as long. Further, as the sjlze
of the directory hilerarchy lIncreases the number of directorles
that must be searched per data objJect dumped also increases.
The proposed deslgn does not have these problems. Instead each
data oblect that must be dumped Is a member of a threaded flst of
VTIOC entries. Thusy only those data objects that are to be
dumped are accessed by the dumper.,

The present dumper makes a copy of 3 segment that Is to be
dumpeds. This action causes page faults as the copy lIs created and
also creates a flushing effect on the paglng device as the
segment to be copied is paged out. The new dumper will not create
a copy but will snare the segment [f It ls already active. If
not activey the dumper will actlvate the segment in such a way
that [t is not puyt Oon the paging device. A user will be able to
use a segment activated by the dumper In the same way as today
and In going so will put the segment on the paglng device.

The present SAVE and RESTOR functions requlire the Multics
system to be unavailable to users whlle they are belng done. The
new complete volume dump and volume reload can be done wlth the
system operational and usually avallable for users.

Future Memos

This MTB does not dliscuss alt the areas that concern a new
backup design. In future design memos the foliowing areas wiil be
more fully explored.
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Supervisor Primativese.
System Operatjions Interface
User Interface

Administration and 8illing
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Appendix A

- Raecovery Scenarjos -

While scenarjos are not proof of a good designy, they do
lliustrate In an easily understandabie manner how the deslgn wlili
operate. To this endy the following two scenarios are presented.

A physical voliume has falled in such a manner that all the
Information it contalned s jost. Ona example of this Ils a
timing track head crashe Another example I3 operator error In
Juysing the wvoilume as a scratch pack or overwriting 1t during a
test.,

A retoad of the fost volume must bDe done. To do this
operations logins a rejoad process and starts the reload by
specifying the physical volume name. The reload process will

request the assignment of a perlpheral disk drive and the
mounting of an unuysed pack and wWill Initlatize the pack using the
same mechanisms used by the storage system, The tape 1og will be
used to determine which Incremental, consolldated and complete
dump tapes contaln data obJects from the physlcal volume being
reloaced. The reftoad process wili{ then raquest the assignment
of a tape drive and read the tapes In reverse tape chronologlical
order beglinning with the Incremental dump tapesy, then the
consolidated dump tapes and finally the complete dump tapes.
gnce the |latest complete dump tapes have bpeen ready, a loglcal
image of the lost physical volume will exlst and operatlons can
make the logical volume,y, of which the recraated physical volume
was a part, avallable to users.

If the daamaged physical volume was not part of the root
logical votume (RLV)s the reload can be carrled out while the
system is operationale If the physical volume Is part of the RLV
but not the root physical volume (RPV) then the system can be
booted In a limited state and the physical volume reloaded. It
the RPV is agestroyvyed then the system must be cold booted using a
scratch physical votume and the RPV reloaded. In this case the
tape iog on the latest IiIncremental tape would be used.

Because of some fallure, one or more data oblects are
damaged and must be recovered.s The faljlure can be because of
Juysery, systemy o0~ hardware error, The data oblects may be
segments or directoriese.

The user of the data ob)ecty, observing that It Is Vlost,
Ilssues a command of the formi

enter_retrieval_request pathname_of_Jlost_object

The wuser®s request is queued for {ater processing. This Is
all the user must do. The rest,y, from the user®s vieuwpoint, is
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automatic,

At some later time operations logs In a retrleval process
whlch accepts queued requests. If the branch and VTOC entry for
the reguested object are avallabile, then the operation ls as
follows. The user®s access to modify the data object [Is checked.
If it iIs acceptable then the tapes deflned by the Incremental
tape id stored in the VIOC entrys 1Is mounted and searched for a
data object whose uid matches the one [n the branch.

If the VTOC entry has been destroyed then the physlical
volume id stored in the branch is used to determline, from the
tape logy Which tapes to scan and the tape search proceeds till a
Jgyid match is found. An optional time from -which to start the
search can be speclified by the user to decrease the number of
tapes that must be scanned. If the tapes to be scanned are
chronodogically successive, or the tape tap les of contents are on
{iney then the tape searching time may be smalier.

It the branch has also been deleted then It must first be
recovered. The user's access to modlfy the parent directory of
the data objJect ls checkeds If acceptabley the tape deftlned by
the incremental tape id in the parent directory®s VIOC entry |Is
mounted and a copy of the parent directory ls recovereds. The
recovered data is Input to the salvager for verificatlon and the
specified branch is aextracted and appended to parent directory in
such a way as to not invalldate any existing branches. 0Once the
branch has been recovered, the recovery sequence, descrlibed
above, of a branch without a VT0C entry, can be done.,

The recovery of a deleted sub tree 1ls simply a repeated
application of the steps described above. It should be noted
that because of the organization of the new storage system, the
deletion of a dliractory branch by the salvager does not cause the
Sub tree to be lost. Thusy, the only oblect that need be
recovered is the damaged directorye.
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Appendix 8
Dumper Supervisor Interfaces

call nhphcs_sinitialize_dumper (copy_dir_ptr, abs_seg_noy codel;

where

copy_dir_ptr ls a pointer to a dumper temp Seg
into which dlrectories are to be
coplede (Input)

abs_seg_no | Is the segment number of a temp seg
whose SOW  wilt be set by the
supervisor so that the dumper can
access segments that are to be
dumped. (Qutput)

code ' Is a system arror code. (Output)

This entry informs the supervisor that the calilng process
Is a aumper and sets up the speclal environment that a dumper
process requires. This Includes setting the speclal SDM which
allonws the dumper process to access any segment and the entry
holg switch on the segment pointed to by the variable
copy_dir_ptr. This entry Is called only once 1In each dumper
processs
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call hphcs_g$get_dump_thread (pvid, thread_type, vtocx, code);

where

pvid ls the physical volume jdentifier.
(Input)

thread_type ldentlifles if the Iincrementals or
consoilidated thread 1Is desired.
(Input)

vtocx Is the Index of first data objlect
in the thread and negative if there
are none. (DQutput)

code Is a system error code. (Qutput)

This entry 1is used by a dumper process to plck up the head
of the desired threade If the thread is already In use or the
physical volume  specified is not mounted then an error ls
returned.,
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call nphcs_%get_next_data_object(input_ptry output_ptr, code);

where

input_ptr

output_ptr

coae

dci
version fixed bin,
pvid bit{(36),

type fixed Din,
flagsy

[ASEEACTN ACIE AV BN o)

(3 mod_after bit(1),

.3 rethread bit{1),

is a pointer to the structure
described below, {Input)

is a pointer to the struc ture
described belowe. {(Input)

ls a system error code. {(Output)

Input based (input_ptr) allgned,

3 no_update_vtoce blt{1),

3 no_object bit(1l),
3 pad bit(32))lunal,

vtocx fixed biny

[AVIN AVER AV o V]

volld bit(36);

where

version

pvid

type

moda_after

rethread

no_update_vtoce

start_time fixed bin{(71),
mod_after_time flixed bin(71),

ls the verslon number of the
struc ture.

is the physical volume Jldentlifier.

specifies oy value the type of
dumping to be done (1 =
incrementaly, 2 = consolidated, and
3 = complete).

If on enables dumplng of the
oblect wusing the date specified In
the argument mod_after_time [|f the
mod_after_time Is 1less then the
date time modifled.

I1f on causes the object to be
rethreaded onto the list [t was a
member afe.

1f on causes the VT0C entry not to
be update because of dumping.
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no_objlect it on the data object specifled
wlll not be returned.
vtocx Is for lncremental or consolldated
dumping the index of the VT0C
entry which 1|s to be dumped. For

complete dumping vtocx lIs the lndex
of the VTOZC entry that was
previously dumped.

start_time is the starting time of the dump of

this physical volume.
mod_after_time is the time used to determine |If
the speclified oblect should be
dumpedy 1f the mod_after flag 1is
enabled.
voild is the uld volume identifler of
where the dump is belng wrjittene.
dci 1 output based (output_ptr) allgned, ‘
¢ header like output_header,
2 version fixed bin,
2 vtocx fixed biny
2 vtoce 1ike vtoce atignea;
where
version ls the wversion number of the
struc ture.
vtocx is the Index of the VVTOC entry.
vtoce Is the VIOC entry.
This entry is used by the dumper to access the data objects
that are to be dumped. The various flagss defined above, control
the actions of this calte. The information returned consists of

the VTOC entry andy, If requested and available, the data oblect
defined by the VIOC entry. If the data objJect Is a dlilrectory
then the dumper wiit get lts copy from the previously deflned
copy_dir temporary sagment otherwise it will use the previously
specified special segment. Each call to thlis entry releases the
previousiy defined data objecty, If anvy.

For incremental and consolidated dumpings the VIOC Index of

the item to be dumped is input. In
the next vaiid VIOC entry after the
lnput vVTOC Index 1Is negative

specifledy, if anysy will be released
updated with the value specified In

the case of complete dumping,

input index 1ls used. If the
the data objJect previously
and the volume t{abel wltld

the start_time argument,
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A non zero error code s returned If any lnput arguments
conflict or are invalldy or lf the specified physlical volume |[s
not marked as In Juse by thls process. A non zero error code s
also returnea shoutd the physical volume be dlsasounted whilte
being dumped or Lf the data on It ls unreadable.
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call hphcs_greaevert_dumper (code)
where
code ls a system error code. (Output)

This entry reverts the changes made by the the
hphcs_8$initiallze_dumper entry,
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call hohcs_$release_dumq_1tem(fype)

where

type v Is the type of dump as described
aboves

This entry resets the dumper speclfic varlabies assoclated
with the the item being dumped.



