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Thnis note attempts to quantifty the performance
improvements made to the Backup/Dumper subsystem over
the past severa! months. The ftinal estimate Is based
on several different measurements and analyses which
all polnt to the concilusiont

VCPU MEMU PGFLTS
CHARGED CHARGED
Backup as % of Total System 19.7% 27 9% ?
Backup reduced by factor «52 +63 « 65
Total Systeam saved 10.2% 17 .6% ?

If a singie overall figure representing the improvement
in total system throughput attributable to the new
Backup is requiredy it would be between 12% and 14%
depending upon the relative welghts assigned to the cpu
3ang memory usage lmprovements.

Many thanks are due Mr. Roger Roach for providing
System and SysDaemon monthly resource usage ftotals, as
well as the resuits of his own metering of the old and
nenw versions of bound_dumper_.

BRIEF SUMMARY OF IMPROVEMENTS:

In the months of June and July only the old version of
backup mas usede In those two months Backup/Oumper®s
charged c¢cpu time was 20+.27Z and 19.3% of total systenm
charged tlme, and Backup/Dumper memory charges . were
27.3%Z ana 28.6Z of charged memory usage. An interim
version of the Backup procedures wWwas dinstalled during
the month of August, and although figures are given for
Augusts they have not been used In any estimates of

improvement. It shouid be noted that the version of
Backup which <calis the new hcs_ primitives was not
instalied untié the start of December. Filgures for

November seem to be inconsistent, and although
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favorable to the new Backup, have not been used.

The Interim version of Backup is seen to reduce
Backup®s cpu usage to .83 of what it had been. The
final version which calls the two new hcs_ entrles
(list_inaci_all and status_for_backup) proposed in
MTB=069 Is shown to use .58 as much cpu as the interim
versions, with more than half the gain being due to
list_inacl_ail. Thus the final vcpu usage saves 5271 of
the original usage.

Unexpecteds and more significant, were improvements to
Backup‘s paging behavior. MTB-069 was totally
‘inaccurate in supposing that Backup was cpu-bound and
alleging that there was supporting data. The truth wmas
Backup shoula have been <cpu bounde. A strategy mwas
aeveloped for avolding the bulk of the paging overhead
involved in copying the user®'s segments before writing
them to tape. HWhen Backup remained memory Intensive,
in spite of all analysls and reasoning to the contrary,
heavy use of the new tootf cumulative_page_trace led to
the discovery of bugs causing from 38 to 58 unnecessary
page references per directory or segment dumped. The
best estimate of the total reduction in memory usage Is
63%.
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NORMALIZATION BY QUANTITY OF PRINTOUT:

The prime assumption made for this analysis is that the
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This normalization does not take

into account variations in either the configuration or

the load on the system.

CPU HRS MEM*K LINES*K CPU/ MEM/

DPRINTED LINES LINES

BACKUP '
June 27 .06 1385.0 438.9 « 0630 316
*Aug 2hels 781.7 435.2 « 0561 1.80
Sept 2141 501.4 398.8 « 0530 1.26
Oct 220 472.6 418.1 =526 113
Interim Savings (Backup) 17.2% blhalsZ
DUMPER
June 25.4 1008.9 529.6 « 0480 1.90
July 2be2 1239.9 483.6 «3500 256
*Aug 21.3 60247 458.7 2 0461 1.31
Sept 18.8 401.3 451 .4 « U016 0.89
Interim Savings (Dumper) 14.6% 62e17%
If account is taken of the fact, supported below, fthat
the tinal version is observad to use .58 of the cpu
used by the Interim wversion, then the following

estimates are obtalneds

Final Savings (average)

S51.3%

63.5%
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NORMALIZATION BY ALL OTHER USERS?

The assumption here is that the ratio of Backup®s
resource usage to that of all other users is retatively
constant from month to month. - That this is
approximately true can be seen in the foflowing data by
comparing figures for June to those of July or those of
September to those of Octobers.

MEMORY UNITS

OTHER DUMPER & RATIO

USERS BACKUP
Junea 639149 2393.9 « 375
JU'Y 6469.2 2591.7 e 01
"Aug 53‘40-6 138‘0.‘0 0259
Sept 5749,7 902.7 «157
"Flnal Savings 61-7%

VCPU TIME

OTHER DUMPER & RATIO

USERS BAGCKUP
June 208-8 53.0 0253
July 20443 48,8 o240
*Aug 200.5 45,7 « 228
Sept 191.1 39.9 «209
Oct <01.06 ’ 40406 .201
Interim Savings 16.8%

Final Savings 51.7%
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OBSERVATION OF BACKUP

Because the final version of Backup has been installed
for a short time, It is necessary to compute dlrectly
the savings of the final verslon over those of the
interim version. Fortunately such a computation is not
difficuit: one need merely examine the running finai
version ana compute how much more time would have been
used by the interim version.,

By iooking 1In the apt entries for Backup and Dumper
their per process vcpu usage can be determineds Use of
the meter_gate command ajfiows determinatlon of the
number of calls to the new entries tist_lnaci_aill) and
status_for_backup. Each catll to status_tor_backup
replaced 5 catls to procedures using a simllar amount
of vecpu per calle Each call to lilst_inaci_ali replaced
16 calis to procedures taking simliar amounts of vcpu
per calit.

These figures vary from day to days and running totals
are not available. The particular data glven below Is
not atypical.

CALLS CALLS VCPU/ vCcrPU

MADE SAVED CALL SAVED
status_for_backup 3191 127 64 «011s5€C 140sec
list_lnacit_atl 1558 23370 «01i2sec 280sec
SAVED (ftrom meter_gate) 420sec
FINAL (from spte.vcpu) 587sec
INTERIM (FINAL ¢ SAVED) 1007sec

FINAL/INTRIM RATIO » 58
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RUNS BY ROGER ROACH!?

Runs were made with both the old version of
bound_dumper_ and the new on a {oaded service
conflguration at MIT. Several system {ibraries were

dumped. Because the ratio of directories dumped to
segments dumped was much lower than that seen In actual
practicey this methoc wlll not show gains maae possible
by list_inaci_all. '

cPU PAGEFAULTYS

Savings 35% 65%

Because this test dld not measure the increased speed
in the aumping of directories, it 1Is consistent with
other ingcications of an approximately 50%Z reauction in
VCpu uUSage.



