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Sublectt Impliementation of Proposed New Storage System
This memorandum presents the implementation choices for the
proposed new Multics Storage System described in MTB-055.
The reader is assumed to be ‘generally famitiar with the
operation of the current Multics Storage System.
REVIEN
Flve problens with the current Storage System were
ldentjified in MTB-017, and five goals proposeds These weret
1. PROBLEM: The Storage System loses information.
GOAL?: Eliminate loss of Information by reducing the number

of <crashesy, by 1lmiting the camage done by crashes, anc by
minimizing loss of Information during recovery procedures.

~ 2. PROBLEM! Backup and recovery procedures cost too much,

GOAL?! Minimize system down time and devote fewer resources
to backup functlions.

3. PROBLEM: Large amounts of storage cannot be handlied.
GOAL: Make extremely large storage configurations usable
without imposing a penalty in performance, rellability, or
avaitlability. .

4. PROBLEM: Several desirable features should be addeqy,
including support for removable dlisk packse.
GOAL: Add support for removable disk packs and other

features.

5. PROBLEM: The operator interface is deficient.
GOAL?: Improve the operator 1Interface, especlally 1In the
areas ot . shrinking and expanding the device complement,
operatlng a crippled system, and providing recovery
Informatione.

Mui tics Prolect internal working documentation. Not to be
~ reproduced or distributed outside the Multics Project.
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The physical storage avallable on a Multlics configuration
will be grouped into partiticnsy as it Is nowne. The NMULT
partition wlil! be further subdivided Into lggica!l volumess which
may consist of part of a physlcal volume, or several physical
volumes. All physical volumes which comprlise a loglcal volume
must be mounted or dismounted at the same time, so that a togical
volume may not be partlally mounted; but loglical volumes can be
added to or removed from the MULT partition while the system Is
runnings A physical volume may contain storage for only one
toglcal volume; the reason for allowing "fractional™ physlical
volumes Is to accomodate the DUMP, LOGy SALV and B80S partitions
without requiring that the minimum systenm configuration have two
volumes. .
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Figure 1t Example of Physical Volume Usage

Every segment In the new hlerarchy wniitl have ail its pages
allocated on the same physical volume. All segments in the same
directory will be contalned In the same Jogical volume,

Each physical volume has a Jabel, recorded by a speciat BOS
utitity, which describes the storage extents on the volume and
the name of the 1loglcal voilume 1t provides storage for. A
physical volume 1is part of only one Jogical volume., Each
physical volume has a volume unique identifer (VOLUID), used by
the system to identlty the volume.

Each physical volume in the new Storage System has a Volume
Table of Contents {(VTOC) which contalns an entry for every
segrent on the votltume. The VIOC entries contaln the information,
formertly present in the directory branchy, which describes the
physical storage occuplied by the segmente All pages of a segmrent
will reside on the same volume. Each votlume also contains a
Volume Map, which has an entry for each page on the volume
describing its current status.

There is no FSDCT Iin the new Storage Systemn. The Volume
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Maps and the conflguratlon dgeck provide the Information which
usec to be contained in the FSDCT, Volumes tisted In the
configuration deck are called permanent volumes, and cannot be
dismounted. All directories must reside on one permanent logical
volume deslgnated In the configuration deck; no directory may
ever be off line« 7The loglcal! volume which contains the root may
consist of several physical volumes) and a configuration need
have onily this one logical volume deflned.

The directory branch and the VIOC entry for a segment are
connected by a VYIOC poipter storec in the branch. This pointer
Is a palr of 36~-bit quantitles whlich specity the VOLUID and the
location within the VIQC where the VIOC entry resitess The VTQC
pointer®s second componenty, the YIOC ipndexs, is oniy Iinterpreted
nithin the context of the specifliec volume. Both the branch and
the VTOC entry contain the unique ID of the segment, and both
unifoue ID*s must match If the system [s to consider the
assocjiation vatid.

The system will maintaln a tabile In wired-down storage known
as the Device Tabte, which has one entry per disk drive in the
con figuration, specifylng the VOLUID for the volume mounted on
the drive, the DIM parameters necessary to run the «drive, and
other data.

Tre system wllt also have 3 more extensive ring 1 data base
whlch reglsters each loglcal volume known at the Instaliation,
and 1lsts the physical volumes Involved, the volume owner, and
provides an access control Jist for mounting control.
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DESJICN SIRATEGIES

The focus durlng the Initlal design of +the new Storage
Sys tem will be on gettlng & wverslon which runs and |ls
functlionaily correcty, in as short a time as possible. Adequate
system performance 1is alsc an important functional requirement.
But some functional extenslons wiil be postponed to later phases
of system development In orcer to get the new system on the alr
auicklye.

Data Bases

Wherever posslible, data bases wltl be modified I(in a
compatible fashlon, leaving previously=detined items where they
were. For example, the directory branch need not change size?t
the removal of file maps will be compensated for by the additlon
of a VIOC polnter, but no attempt wii{ be made to (say)
re-structure ACL"s.

Supervisor Calis

It 1is hoped that all current supervisor calils will continue
to function exactly as they do nowy wlth cne or two exceptlons.
A few new entries will be addec¢y, and one or two new status codes
may be possible (for example, “loglcal votume not on=-line*).

Algorithas

Stralghtforward code will be much easler to debug andg
maintainy so our preference Will be to implaement the new Storage
System with less mechanism rather than more. Thls is especlisally
true for the first phase of the imrplementation,

For instance, the current system has a fairly comptlicated

mechanlism for allocating variatle-sized file maps in the
directory. When file maps are moved to the VIOC, this strategy
nitl be eiiminated, and each VTICQC entry wiil contain space for

the maximum-size file mape

Security Considecations

The additional security controls described Iin MTB-086 wiil
be supported by the new Storage System. Care wilt be ftaken to
Insure that no new ways of communlicating between users of
difterent access authorizations are introcucede.

In order to prevent unauthorized communication between users
with different attributes, by means of quota manipulaticn or
signalling by mounting and dlismounting,s logical volumes which can
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be dismounted may contain segments from only one sensitivity
fevel and category set. The level, category set, and minimum
ring number for each dismountablie votume [s kept in the on-iine
togical volume registration aatas, and 1Is atso recordeg (in the
volume tabelis.

To guard against accidental dlsctosure of information In the
event ot a system fallure, the new Storage System takes
considerable care to avoid re-used addressese. Also, aifl free
pages on disk are explicitly reaquired to be zero, so that even if
an unused page 1Is mistakenly added to a segment as 3 result of 3
system crash or a dropped bity, the system wlll not compromise
security. :

Slizes of Data Flelds

One problem the new Storage System solves (s that of
providing for much more ophysical storage in a Mulitics
confliguration than the current supervisor can handle. Part of
the current problem arlses because we wWish to support future
hardware enhancements which may provide storage devices with much
farger capacitye. The recent change to the whole Storage System
and to BOS needed to support DSU~191°"s was able to find a free
bitt the next such change would require restructuring of rany
system data bases.

For this reason the disk record address iIs belng changed In
tformat. The current address |ls

device ID bit {4)
device address bit (48)

where the device IDy ranging from 1 to 7 (0 Is used for null
addressesy, and the high—-order bit Indlcates that the page 1Is on a
speclalt devicey, e.g. the paging device)ly, specifies the storage
subsystem (DSU-191, etc.) according to a table in the FSDCT.

The new address format expards from 21 bits to 36. It looks
ike this?

device table index blt {18}
record address bit (18}

The old ™device address™ coded both disk drlve number and address
on the disk pack into 18 bits; thls has been changed so thst we
have an effective width of 36 bitsy with the device table index
usec to seiect the proper disk drive and the record address being
strictly an offset withln the volume. The “device ID"™ is located
in the device table, and selects the strategy and coding scheme
usecd to run the device, The new address format provides for up
to 256K devices on-{ilne, each gevice having a capacity of 256K
recordse. Since the current capsascity of a 0OSU-191 pack is about
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20000 records, we are prepared to support a tenfold Increase In
the capacity of a single packy 1i? cevices with more capacity are
producedy, we can define several Jlogical volumes on one physical
volunmes, The total amount of storage which can be supported by
the system increases by a factor of 32K, to about 281 quadrillion
characterse.

The disk record address Is never [nterpreted except in the
context of fts own volume., Different volume-addressling schemes
and v10C layouts could exist compatibly within the same
configuration on different volumes.

The *VYO0C Index* stored Iin 3 branch 1s useo at segment
activation time to i1ocate the correct VIOC entry on the volume,
Like the dlsk record addressy this number can be [nterpreted only
In the context of the volume it refers to. The VTOC incex might
be coded as a record address on the volume plus an offset, or as
a8 subscript In a flxed=length arrsyy, or as some sort of hash
address Into the VY0OC. Makling this field 36 blts wide Insures
that whatever clever coding scheme s used wil} have enough blfts
avajlable.

Loamand Changaes

The list and status commands should have options to {list the
logicat volume on which a segment reslides, and to indicate
whe ther 3 segment is on-{ine, Some redefinition of the |[tenms
printed by the default invocation of the list command would be a
good ldeay, to Insure that the command wllt reference only the
directory unless the user explicltly requests otherwise.

An active function “on_line™ would be useful for chrecking
whe ther a segment Is currentiy on=-{ine,

A new command *set_vol!*" anc an option to status to return
the (logicai volume ID will be needed to handle the volume ID
associated with each directory.

New commands are needed to request the wrounting and
disrounting of volumes.

New Supervisor Entries

A new hcs_ entry must be provided, or status_ modified, to
return the name of the logical voiume on which a segment resides.
New caiis are also necessary 1o set and get the togical volume 10
asscoclated with a directory.
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ALGCRITHMS

This section describes the sequences of operations performed
by the new Storage System for various system functions. Each
function is describes In terms of 11Its dlifferences from the
current Storage System functione.

Brapch Creatlop

When append is called to create a nenw branch, it must
determine the correct volume for the storage assoclated with the
branch anc¢ allocate a VI0C entry on that volume. The VTQC
pointer to the new YTOC entry Is then stored in the brarch.

In order to create a secgmenty, a user must have append
permission on the parent directory and meet the usual wvalication
levei and security level constraintse. :

Yo aetermlne the volume, append obtains the {ogical volume
name from the directory header, If more than one physical volume
Is a member of the logical volume, the physical volume witr the
most free space is chosen to receive the new segment (unless the
volume has a switch set whlch makes [t appear “ftull,"” as may
happen when a togical volume Is being compressed)e.

Once the volume is cetermined, append locks the directory
and allocates the branch as It coes nome. Next, append calls the
VIOC_manager to request the c¢reation of a VI0OC entry on the
appropriate volumes TIf the VIOC for the chosen volume [Is fulli,
append returns an error code ana Jdoes not create the branch.

The VT0OC entry is initiatizec by the VTOC manager when fhe
entry is atiocated. Once a VIGC entry has been altiocated,
modifications to the VIOC entry are adequately protectec by the
parent directory tock.

Making 3 Seament Kpnown

Making a segment known does not reguire a reference to its
VIOC entry.

Segpent Fauit

Thre system®s processing of & segment fault has two parts:
firsty the supervisor cetermlines whether the secment faulted oan
is active. If so, it Is only necessary to connect the SOW for
the segment to the page tablie and return. If the segment faulted
on s not active, it must be activated. To determine whether a
segment is active, the supervisor will obtain the unigue I of
the segment from the KST entry and search the AST for the
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segment.

Actlvation

To activate &8 segment the supervisor obtains the parent
dlrectory®s segment nusber and the Jocation of the segment’®s
branch from the KST, tocks the parent directory, and then calls
VTOC_manager to cause the VIOC entry for the segment to be read
into a wireg buffer. Nexty, the system locks the AST and obtasins
an ASTE of the appropriate size. (This step may cause some other
segment to be deactivated.) The ASTE is fillled in from the VTOC
entry and the branch.

_When the page table 1Is being filled In, the system may
encounter nul! addresses In the flle map. These are represented
as PTN"s with @ *null address" flag on, which the system will
check at page fault time.

Page Fault

When a process encounters a page faulty, the supervisor
checks the PTW belng faulted on to see If the “nuill address*" flag
s on. It not, the disk record address from the PTHW, together
with the Device Table Index In the AST entry, is used to generate
a disk address for the device 1I/0. '

If the supervisor encounters a fault on a PTH with the "rnull
address®”™ flag, the supervisor wili{ give the segment & biock of
zeroed core.

When a page is being written out, the supervisor wllli
examine the page to see [T It js all Zero. Khen the current
supervisor detects this situation, it does not write the page,
but sisply frees the disk address. Thls behavlor is thought +to
be the cause of many of the re-used address problems which the
current system encounters. In the new Storage System, zero pages
nlil be written back to disky and a *zero page* fiag set (n the
PTW. Pages with this tlag on wilt be freed at deactivation time,
that 1isy when the VT0OC 1Is updatec to reflect the fact that the
record is no (onger being used by this segment. This stratecgy
insures that all free records on c¢isk are zeroy, so that damsge to
a disk pack is much less likely to introduce oid information into
a flile.

When a page is to be written out, if the "null! address” flag
is ony a disk record will be assigned on the appropriate volume,
It the page Is all zeroes, ot course, this step can be
eliminated.



MULTICS TECHNICAL BULLETIN Page 9

Bounds fault

Bounas faults will be greatty simplified in the new Storage
System. Since all fjile maps are full size, there Is never a need
to re-allocate a ftile map In the middte of bound fault
processing. This means that a bound fault neecd only re-atlocate
AST entries. Since the ASTEP has been removed from the branch, 3
bound fault does not need to modify the branch, and therefore the
dlrectory need not be locked.

Deactivation

When a segment is deactivsated, any disk records
corresponding to PTH's with the *zero page*” flag wll!l be
releasedes The data in the ASTE are written back to the VIQOC by
VTO0C_manager, which does not lock the parent directory. A system
per formance Improvement c¢an be expected for deactivation since
the branch need not be referenced? thlis change ellminates the
paging in and writing out of the directory page(s}) for the
branch. In additions, the references to the dlrectory header page
for the locking and unlocking operations on the parent directory
are elimlnated. :

Makipg 3 Segment Unknown

No change is mage to makeunknown,

Irupcatiop

When a segment is truncatecy the pages of the segment wiil
be explicitly zeroed and the zero pages written out to disk.

Deletion

WHhen 3 segment [s deletedy It is first truncated, to Iinsure
that the disk pages 1t occupies are zeroed. The segquence for
deleting the segment [s!

lock directory

delete branch

call VTIOC_manager to delete VIOC entry
uniock directory

It may be possible to wunlock the directory before calling
VTOC_manager.
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Directory Moditications

When the system crashes while a directory is being modifled,
the salvager frequently finds the directory In an Inconsistent
state, It Is possible for the salvager to do a great desl of
damage to the hlerarchy In the attempt to correct the directory.
What seeas to happen is that a directory 1Is Ilockedy andg the
supervisor starts making some <change In the directory, for
exanpte adding a new ACL entry, and gets far enough In this
operation so that the directory 1is iInconsistent when the
directory page Is removed from core In the normal course of core
management. If system operstion Is then interruptec, the psge of
the directory which is on disk must be repaired by the salveger
before the dlrectory can be usede Core pages which are flushed
to disk by emergency_shutdown may also lead to thls sjtuation.
In the current storage system, if emergency_shutdown succeeds,
allt potentially Inconsistent directorles can be detected by
examination of the ASTEP In the branch and the fock In the
directory header. The new storage system eliminates these items,
and might appear to make the jJob of the salvager more difficuit.

It would be far better from the point of view of reliability
it the inconsistent directory pages were never written to dlske.
Thls mlght occaslonally cause operatlons which the user thought
had completed Just before a crash to be lost,y, but it woulc mean
that tor almost all system crashess no salvaging of the directory
structure was necessary.

To accomplish this goaly, the operation of focking a3
directory will set switches ronored by page controt which will
prevent any pages of a8 directory which 1is lockec from being
written out to diske. {The pages may be claimed It they have not
been modifledy, and It a8 paging device iIs avallable the pages may
be moved to the paging device.) These switches must be respected
by page confrol and emergency_shutdonn, {I1f pages of locked
directories may go to the paging device then the salvager must
respect such a switch in the paging device map too.)

Paging Device Management

No significant changes are planned to paging device
management.

Yoliume Mounting

WHhen a user wishes to request the mounting o¢f a logical
volume, the pattern works somewhat ftike that proposed for tapea.
The request is valldated by ring 1 and passed to the system
control! process, where a3 message is typed to the operator. Khen
the operator has mounted the volume, he Issues & command to
inform the system that the physlical volume is maountec. The
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supervisor wlll fransliate requests for the mounting of a 1logical

volume jinto muitiple reguests for the mounting of physlical
volumesy if necessarvye.

Registration Information, Including an access control fist,
wilt be maintained for each logical volume, in a ring 1 cata
base. This information wlit Include the 1ist of physlcal
volumesy owner Jdentification, and access control anc security
information.

Yolume Conpection

Voiumes are connected to the Storage Systenrm by the
supervisor elther at system initiatization or In response to a
user mount request call passed from ring 1. After verifyirg that
the drive ls ready and that the volume labely VI0OC, and Volume
Map are correct ang self=-consistent, the system makes an entry i[n
the Device Table showing that the volume is on-ljine.

Before a connectlon 1s made,y, each VTOC entry Is val ldated
(its current segment length and number of pages must agree with
the flie map)y and the VIOC flle maps are then checked agalinst
the Volume Map. If a flle map adcéress from a VTOC entry points
to a disk record marked free in the Volume Map, the record will
be marked as used. It two flie map addresses point to the same
Votume Map entry, the Volume Map and both VIOC entrles will have
the record freedy and the record will be zeroed.

NVolume Dismountipg

Volume dlsmounting may be the result of an explicit request
by the user who mounted a voiume or the dismount reauest may be
issued by a privilieged process,

Ths supervisor must not aliow the dismounting of a volume if
there 3are still pages in core or cn the paglng device which Frave
not vyet been written to the cdevice. Each volure wilil have a
swltch which prevents any more actlvations. A program simitar to
shutdown can then set the =<switch and Jloop through the AST
deactivating segments on a volume which Is to be dlsmounted.

Once a volume has had &al! [ts segments deactivated and aty
pages flushed, it is safe to dismaount |(t. Any known secments
which have been dlsmountea wili cause seg_faulft_error conqltlons

it they are referenceds
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Elle System Inlitialization

The program initiallze_dims (s called to start wup the
Storage System. Its first step is to read the CONFIG deck ard
Iinjltiallze the daisk OIM*s for each cisk type Iisted on a PRPH
carc. It then reads the INTK card, determines the correct
partitlon, and locates the PART cara for the partition. The PART
carc lists the logical votumes which are in the partitions the
tirst logical volume listed must contain the root. The Joglical
volumes are described by VOL carcs whilich tell whlich physical
units contain the physical storage for the fogical volume. Each
volume s connected to the system, starting with the root volume.

The root volume contalns a pointer In the volume Ilabel to
the VTOC entry for the root directory, It may be possible to
have a speclal segment which contains a root branch, in order to
elininate varlious plieces of complication in directory control.

Disk Recorg Assigpment

When the system attempts to write ocut a page which has thre
“nutll address” flag on, the supervisor wi!l assign a disk record
on the volume nhere the segment resides. For each volume
connected to the system, the supervisor keeps a pool of free
addresses in wired-down core. As record addresses are neeced,
they are withdrawn from the pooi. If 3 poo! becomes empty, the
supervisor replenishes 1[It by reading In a section of the Volume
Map and noting the free addresses. The pcol is alsoc adced to by
pages released at truncation anc deletion, and zero pages freed
at deactivation.

Since page faults cannot claim very many pages a second
without exhausting the system®'s free spacey, the number of times
that the Volume Map must be consulted shoutd be Iow when the
system is In steady state.

Access 1o the ¥YIQC

The VTOC manager Is a new program which wil! be responsibie
for all accesses to the VIQC entries. It will have wireg core
but fers of its owny, and wlil access the VIOC by a special 1/0
facitity which wlil use 64=-word dlsk reads ana writes [nstead oy
1024~word I/0.

When a request to read a VIOC entry lIs macdey, the VTQC
manager will first search the AST +to see if the segment is
active, and |f so witl reconstruct the VIOC entry from the ASTE
and return the VIOC entry to the caller. It the segment (s nct
activey, the core butfers will be checked to see it the VIOC entry
s recently wused and stitl In core. If noty a disk I/0 request
witt be Issued tor the VIOC entry$ If will be read Into a free
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core buffer [If one s avallable. If no buffer ls avaliable, the
oldest buffer will first be written to disk (1f modiftied) and
then the read performeds Each buffer will have a "modified bjit"
so that a VIOC entry need not be rewritten uniess 1t has changede.

The contents of the VTCC entry can be corpletely
reconstructed from the AST entry, so that when a segment |ls
active, we can assume that the only copy of the VIOC entry exists
in the AST, This property allowns us to write VIOC entries out to
disk from the AST entry data wlthout having to first read In the
VIOC entry In order to update i(t.

Although the use of 64=word I/0 {n addition to the standard
1024=word I/0 used by the paging mechanism adds some code and
some complexity to the supervisory It provides several [mportart
advantages for the management of VTOC Information. Obviocusiy,
the use of small "pages"™ for VIQCC entrles cuts down on the amount
of disk channel busy time and merory loady for any given rate of
access to the VTOC. The amount of wired-down storage needed to
buf fer VT0C entries In core lIs decreased. But the most Ilmportant
effect 1s to elliminate the unnecessary transportation of VT0C
entries and file maps for segments which are not being activated.
Qur experience fto date suggests that data are most often
des troyed when they are In corey, or when they are transported to
and from core. Uslng b4=-word I/0 makes It more 1{lkely ¢tFrat a
system crash witl destroy only segments which were actualily in
use at the time of the crashe

Locking
The tocking hierarchy looks tike this?

directory lock

parent directory lock
root directory lock

AST Jock

VTOC manager tock

page control giobal lock
traffic control lock

The VTOC manager lock and the page control giobal lock will be on
the same level = that [Is, there ls never an attempt to fock btoth
of these at once.

Carrying Packs Between 3ites

Carrying packs between sites will be tricky. The VTQC
entries are vatlid, but what must be done is to construct branches
for each VTIOC entry, and fll! In VICC polnters and valid unliqgue
ID*s, This operation must be privileged and done carefully. The
VOLUID must also be changedy since dlfferent instatlations may
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have assigned the same VOLUID to dlifferent packs,

One way to construct the new branches to describe the
contents of a volume which has been Imported Into a site woula be
to require the wuser to run a program which looks much like

backup_dump, which would write a smatl tape containing the
directory IiInformation oniy for all segments on the voiume. Then
the user would carry both a3 pack and a small tape reel, A

convention could be estabiished toc permlt the supervisor to ptace
the contents of thls tape on the pack Itself.

The abillty to carry packs between sites will not be part of
the inltial Iimplementation.

Quota

The gquota mechanism will have the sare basic elements 3s the
current schemes that isy, all segments in the same cirectory will
be charged to the same "“quota celi”™, conslsting of

maximum records used
current records used
time-record product
time last updated

Since all non-directory segments In the same cirectory must
reside on the same Jlogical volume, one quota cell per directory
Is sufficlient. It witl be stored in the VIOC entry and the
branch for the directory when the directory Is not active, or In
the AST entry when the directory is sctivatede The storage for
pages of directorjies themselves is always on the logical volume
which contains the root. In order to prevent any user from
monopolizing storage on the root volume, each dalrectory will
actually have twWwo quota celis?! one for directory pages orly,s, and
the other for pages of non-directory segments. As [In the current
system, there will be a value of quota which means that there s
no limit or the storage In this directory, but that some
higher~level directory®s limit must be checked.
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Figure 2% Quota information
for Each Directory

Within this framework, it is posslble (but not necessary) to
make a major [mprovement to the current guota mechanism wuwhlch
should provide wusers with significantly more flexibility in
controtliing thelr disk usage. Currentiy, when the Storage System
tinds a quota whlch 1s nonzZeroy, the storage for the segments
inferjor to the directory with the quota is *"charged™ to the
quo tay and no further checks are mrade. In the new scheme, the
Storage System then continues up the hierarchy, as long as the
logical volume identjification matchesy, checking aqauota at each
tevel. There 1s no movequota operatlon, and quotas may be set
freely at any level by any user with modify permission or a
directory.

An example witl! make the use of this facility clear.
Suppose that a project is to be given a maximum ouota of 100
records. The system administrator sets the prolect directory's
quota to 100. Non, suppose fthere are 18 users on the projecte.
The prolect administrator may then set a quota of 20 on each user
home directory. Any user may uUse up to 20 records of storage,
proyvlided that the project®s total wusage does not exceed 100
recordse. Thusy, a user could possibtle encounter several different
record aquota overflons: either from his home directory, or from
the project directory, or from higher directoriess In practice,
the quotas for fthe root and for >udd wli! be set to “infinite",
Only the quota cell! nearest to the segment witll accumulate a
time-record product.

Since the chain 1ls broken when a directory with storage on a
different fogical volume is encountered, the use of dismountsble
volumes does not affect the normal guota mechanlsm on system
storage.



MULTICS TECHNICAL BULLETIN Page 16

Repsalrs to the Hierarchy

Hhen system operation is interrupted abruptly, the Storage
System data bases may have been left in an Inconslistent state.
He have attempted to eliminate states which are inconsistert, or
to winimize the amount of time the system spends In these states.
Procedures which verjify that the hlerarchy is correct and repair
it it necessary wlll <continue to bDe neededy though, because
harcoware and software errors can occur which violate any of our
assumptions.

There are four repair operations which must be worked cut?
emergency shutdown, pack satvages tree salvagey and tree-VTQC
salvage.

EMERGENCY SHUTDOWN

The emergency shutdown mechanism will work about the same as

it does now. When the system crashes and ESD is invoked, an
attempt will be made flirst to upctate the Volume Map on each
mountec¢ volume. If this operation succeedsy an attempt will be

made to flush out all core pagesy and then to deactivate aitl
segrents {(anc update the VIQOC*s).

PACK SALVAGING

This operation 1Is performed whenever a3 volume is connected
to the system; it should take only a fenw seconds. It <consists
of reading through the VT0C for the volume and examlning each
tile mapy, and checking the Volume Map entry for each page in the
tile w®map to make sure that the page is recorded as being used by
the VTOC entry and is pointed to by oniy one flle map acdresse.
In ati salvaging operations, It is not necessary to use blu-word
1705 and the use of virtual I/70 will make the code <ctlearer and
more obvious.

In "long salvage™ mode each disk record which is marked
allocated In the file map can be checked to see [f |t Is zero,
and if so, the recorc can be retleased from the file map and the
VT0C entry adjusted. Free records can be checked to make sura
that they are 2zero. If a record which should be zero lIs founda
nonzero, the data cannot be restored to its rightful owner?! burt
such a8 fina is evidence that the system has probably lost some
datae

TREE SALVAGING
This operation ls like the current salvager. Starting with

the root, the directory hilerarchy is scanned and each entry is
checked for validity. Directory hash tablesy ACL®*s, etce. ara
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rebullit if necessary. If a branch cannot be made valid, the
branch Is detleted. If a dlirectory cannot be made valldy the
directory®s branch s deleted and the directory segment deleted.

TREE-VTOC SALVAGING

This operation ls done after volume and tree salvaging. The
directory hierarchy is walked and for each branch, the VIOC entry
is located and the UID match checkedes Then, the VTOC for the
system volume is scanned, and VIQC entries not visited during the
tree walk are examined. For each such entry, there is no valid
branch. An attempt 1Is made to construct such a branch by
exanrining the UID pathname In the VIOC extension?! this may polnt
to @ valid branch in a directory which has become detached from
the root by accident, or it may point to garbage. The satvzger
follows the parent UIDs back until it ¢tinds the break In the
hierarchy, and constructs a new branch for the segment or subtree
in "™ lost_and_founc". SInce the VTOC extension contalins the
primary entry name for the branchy, we may even be able +to
rebulld the branch in the correct place.

In *"ltong"™ moce all mounted volumes are processed. When
speed s important, the salvager can check only the system
volume, It thils operation Is fast enough, we will do It every
time we boot the system.

Backup

Comptete and catchup dumps can be replaced by physical dumps
({ike the current BOS SAVE) for backup of most of the system. A
retriever can be written which will retrieve a segment from one
of these tapes given a VTOC Index. It may even be possibie to
run these dumps without shutting downe if Uusers can accept the 5
minutes® wait which wnould be required for the satisfaction ot a
segment fault encountered while a pack was belng dumpeu.

An option to allow a user of a privste dismourtable pack to
request that his volume be dumped to tape would be desirable;
thls might be an offtine utility reguest.

The directory structure of the system can be backed up by 2
“skeleton dump® similar to the current dump programs, but which
dumps only directory data, not segments. Incremental backup
dumps can be run if the Instailation wishes to provide protection
against the accidental deletion of segments.

The Storage System will have arn option to «cause specified
volumes to be written In dupllcate on more than one physical
drive. A mocerately large installation can <cause a duplicate
copy of the root loglcal voiume to be kepty and the system will
then be protected from disk catastrophes involving the airectory
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hierarchy. A later improvement might involve allowing the system
to automaticaliy swltch to the backup copy iIf the primary copy
went bad; such a proposal can be made later If experlence shtows
that the facility Is useful.

Device Reservation

Because there will be very fjittle incentive for a user to
dismount a volume, unless the instailatlon sets a very hligh price
for use of a dismountable volume, and because many users may be
using a volume®™s contents when 1t Is mounted, most Iinstaflations
willl wish to establish some sort of schedule for permission *to
use the disk drives which are available for user mountinge. An
automatic device-reservation system to handlie the scheduled
forced dismount ot volumes on these drives and permission to
mount new volumes will be a necessitye.

The Interaction of this facitity with the Access Isolstion
Mechanlism must be considered carefully.

Pack Ipitialization

A BOS utiljity must be written to Inltiailze a volume for use
with the new storage systemes This utillty must be ablie to label
volumes and build VTOCs and Volume Maps. It should be able to
zero an entire volume as well.

Error Recovery

Several improvements are planned for the disk DIMs so that
when a disk drive or pack goges bac, the system will attempt to
keep running. One consequence of this desire (is that the
supervisor will attempt to dlscover when [t has typed out, say,
ten disk error messages for the same disk address or address
rangey and automatically suspend use of thls part of the clsk
unti! made to start agaln. {0t course, this cannot be done for
the root volume.) Moving packs from one spindle toc arother is 3
dangerous activity, especlally when disk errors are occurrings
but sometimes this will cure aisk problems, and [t woulic be nlce

to have the system well enough organized so that such a swap
couid be made without crashing c¢r shutting down. A special
interrupt or an operator command could be used to tell the system

to start retrying 1Its I/0 after the operator had attemptec to
correct the problem. :
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Qperator Commands

The follonwing operator commands must be provided:

reply to adalsk mount message
fist mounted disks

Privileged Commands

The following commands must be provided for
programmer and system administrator use?

list mounted disks

tist device table

{ist device reservations
force device dismount
force online pack salvage
force device reservation

Page 19

system
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DATA BASES

This section describes the format of various systes cata
bases.

Contigyration Cards

The foliowing Is an example of the configuration deck for
the new Storage System?

INTK 0 MULTY
PART MULT Vi V2 V3 V4 VS
PART SALV V6

VOL V1 SRV DISK O 0 404.

VOL V1 SRV DISK 1 0 4Q4e.
~VOL V2 STO DISK 2 0 404,

VOL V3 STO DISK 3 0 404.

VOL V4 STO D18 6 0 202

VOL V5 SCR DISK 4 @8 202.

VOL V6 SAL DISK & 202. 202.

PRPH DISK A 23 191. (disk DIM info)
PRPH D18 A 25 181. (dlisk DIM Info)

The INTK card tells the system what partitior to uses. The
PARTY cards define which volumes make up the partition. If wmore
than 13 votlumes are in a partition, additional PART cards with
the same partition name may be supplied.

The VOL cards name the fogical volumesy ang specify threlr
device type and ‘focation. In the example, *“SRVY" and "ST(0"™ are
tlags which describe the use to be made of the volume, and "OISK"
and "0D18" are {iogical) device types which will be looked wup in
PRPH cards. The other parameters on the VOL carc are pairs of
<tlrst-record, n-records> expressed In cylinders.

lircectory Branch

Several data [tems now stored¢ in the branch for a segrent
wili be moved to the VIOC entry associated with the branch.
There s a one~to-one correspondence between branches and VTOC
entriesy, and the directory lock protects the VIOC entries as well
as the directory branches,

The directory Iinformation refating to the Jogical
organization of the data represented In the Storage System will
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be stored in the branch} the information about the physical
storage wili reside In the VTOC for the volume containing the
storage.

In particular, the following items wlll! be removec from the
branch?

file map

device ID
date/time modiflied
date/time used
current tlength
records used

AST entry pointer

Most of these items will be moved to the VTOC entry, except for
the ASTEP, which is eliminated. Instead of Inspecting the
directory to see [f a segment 1Is actlve the supervisor will
search the ASYT for the unique ID of the segment. {A hash table
for the AST may be Implemented to make thils fast.)

In order to enable the supervisor to find the VIOC entry
given a branch, the directory entry will have a new item adced?
a VI0C pointer stored In the branch which jocates the VIOC entrye.

For the branch for a directory segment, some ltems willil be
added. The max imum records used for both directory and
non=directory recordsy and the logical volume icerntifier for
non=~directory records will be adced to the directory branchk in
order to make the activation of a directory which has a auota
simple. {Usage, time~page-product, etce wWill go in the
corresponding VIQC entry.)

One advantage of the divislon of information between the
VIOC and the branch (s that directory branches need not be
moditiea when a segment [s actlivated and need not even De
referenced when a3 segment is deactivated. In orcer to prevent
any dlrectory page from being moaifled at segment-activation
time, the airectory ltock wil! also be movead to the AST entry for
the directory (since 3 new rule will be that a directory carnot
be deactivated while [t is lockec)ls This change should recuce
the paging traffic on the system, and will reduce the chances of
a c¢irectory page being damagec due to memory parity or cisk
channel] errors, since the page need not be written back to dlsk
after use.

One problem with this division of data is thst the length
information for a segment 1is kept In the VY0OCy anc so the
operation of listing a directory requires the fetching of each
VYICC entry corresponding to an entry In the directory. As
compared to the current sforasge systemy, the new system will rave
to ¢o noticeably more I/0 to return the same informatione
Furthermore, the real-time delays assoclated with functions which
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ilst a directory wnill increase significantly. It may be
necessary to store some of the length information In dupliicate in
both the branch and the VTOC entry In order to allow the sirnplest
cases of directory listing to operate without referencing the
VT0C. Another alternative would be to change the list command so
that the default case does not provide any informatlon whih it is
costly to obtain, and to provide new supervisor interfaces to
replace hcs_3%star, which return only Information kept In the
directory.

Directory Header

Very little change will be made to the directory header. As
mentioned above, the dlirectory {lock wWlill! be moved from the
directory header to the AST entry in order to avold unnecessary
modification of directory pages. The per-directory static
mul titlevel meters wiil be removed because nobody uses them.

The quota information now In the directory header will be
moved to the branch for the directory In the directory®s parent,
or to the VTOC entry corresponding to the branch.

Each directory will gain one new item? the name and unique
I0 of the togical volume where segments Inferior to the directory
will be stored. This datum Is also kept in the branch for the
dlrectory, because it Is used by the quota mechanism. This
attrilbute may be changea onily for empty dlrectoriess Moclify
permission on the directory is necessary in order toc <c¢hange it,
and it may not be <chaged to an arbitrary value -- tre user
changing the l{ogical volume ID must be listed on the extended ACL
of the VDS for the votlume, if the volume [s a private volume.

yIQg

The VTOC will be organized as @ parallel set of flxed-size
arrays In a special region of the wvolume not available for
regutar storage. One array will contain the VTOC intormation
used during normal operation, ang the other arrays, called thre
VYOC extensiony, wiil be wused to hold the special salvaging
information.

YIOC Eptry

The VTICC entry for a secgment will contain the foilowing
[tews?

unique ID

date/time segment modiflied
date/time segment used
file map
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current jength
recoras used
directory switch
quota informatlion (2 sets):
records useadg
time=-record product
time trp last updated
*primary name of segment
*unique ID pathname of parent

The items marked with an asterisk wiil be stored In the VTQOC
extension for the convenience of the salvager. All other itesms
can be reconstructed from the AST entry contents, so that

deactivation does not requlire any reference to the directory
branch.

Eile Map

The flle map In the VTOC entry will use only 18 bits per
record address iInstead of 36, because the device I0 car be
elirminateds The file maps Iin every VIOC entry will be maximum
sizey rather than the current situation where varlable-size file
maps are permltted. Only 256K segments wllt actualty use more
than 64 words of VTOC entry, but all 192 words wil! be read In by
the VTOC manager because [t won*t know the length of the VTOC
entry.

Votume Map

The Volume Map for a volume has one entry for each record on
the volume. The current system®s analogue to the volume map Is a
wired=-cdown data basey, the bit map portion of the FSDCT, which has
one bit for each record. As the amount of physical storage in a
configuration increasesy thls dats base becomes too large tg wire
down, and so it will be aliowed to reside on the volume it
describes.

Page lable KWord

Since a3 tull aisk address wlill no tonger fit into 22 ©bits
(18=-bit address pilus 4=-blit device ID) as it does in the cuyrrent
system, the format of a3 PTH ftor a page which Is not In core must
change siightiy.

The new format of the PTH has the {8-bit volume address
onty;y the index into the device table which compietes the g©lsk
address is the same for all pages of the segment and so goes in
the AST entry.

A flag bit Is turned ON in the PTW |f the page is all
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zZergese. Such a page can be freed when the segmnent is
deactivated.

A flag bit is turned ON In the PTW iIf the page has never
been assigned. It a reference Is made to such a page, 3 page
will be assigned at page out time.

ASY Entry

Several [tems must be added to the AST entry to support the
new Storage System. These Includet

device table index
VTOC index
directory lock
date/time modifled
girectory switch
logicatl volume 1ID
non~dir quota cell
dlr quota cell

Several other jitems must be changeds The “dnzp*™ switch, if stiil
necessarys changes [In meanings since zero pages are nulled at
deactivation instead of page fault time. The "did"™ moves to the
device table. The “ppmi"™ and the "movdlid"™ Items are obsolete.

The wunits for *csli*™ anaga "np*" shouild probably be 16-word
blocks instead of 1024~-vword pagesy In case wWe ever experigent
wlth changing page sizes The “misw" flag should be renamed the
“in_pdir"™ flag for claritye.

Device Jable

The device table Is a new wirea data base whlch replaces
some of the functions of the FSDCT In the current system. It has
one entry for each alsk drive available on the system,

In each entry, the following Information Is kept:

VOLUID

LVID

DIM type (device id)

Volume state

Disk DIM data: channel, ¢rive, etce.
sensitivity ltevel anc category
Volume map tocaton

read-only swiltch

system=-volume switch

number of free records

volume coming down switch
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Molume Label

The labet for a volume In the new Storage System is checked
nher the volume is connecteds, It Is located at a fixea address
on the volume known to the DIM, and contalns the addresses of the
VYOC and the Volume Map. It also contains data used to verify
that the volume [s correctiy mounteg, such as

VOLUID v

sensitivity level and category
date/time initialized

volume name

manufacturer®s serial number
date/time last mounted
date/time tast salvagea

error history, bad track list

Disk Lavout for DSU=-191°s

The DSU-191 disks will be arranged to take advantage of the
physical characteristics of the disk drive. The aisk DIM for the
191°s will be the only module which knows what strateglies have
been used In arranglng the data on the disk (except for B0OS).

Since the first four cylinders of a 1941 pack are guaranteec
error-free, the label for the volume wil! be piaced somewhere iIn
these four cylinders. The VTOC extension willi also reside In
this area. It is tempting to put the VIOC and volume map threre
toos In order to use the most reiiatie cylinders on the disk, but
protably the VIOC anag volume map should reside at the mlcdle
cylinders of the disky in order to minimize average seek time,

Yoiume Descriotjopn Segment

Each logical volume which can be mounted in response to a
user request will have a corresponding Volume Description Segment
in a per-system directory. The exact forn of t he
volume-reglstration aata base is currently belng recesigned, but
whatever volume-registration data base the system finally ends up
nith, the per-volume data will Inciude

Ltogical Volume ID

List of Physical Volumes

List of users who may set guotas far this volume
Name, address, account number, etc. for billing



