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Sublect!? The Storage Problem

Now that Multlcs runs well enough that the MIT Installatlion has

over a3 thousand wusers wllllny to store (3arge amounts of data
wlthin the Storage System, and now that price decreases and new
technology have made Jarge amounts of high-performance 4lsk

atfordabley 1t Is becomlng clear that the Implementation of the
Multics Storajge System has some deflciencies which may Impede the

growth of the system,

This document Is Intended to be a statement of the problem, It
1s not a proposal for {mplementatlon.

Symptoms of the Probiem

The obsarved deflclenclies in the Multlcs Storage System exhlblt
four categorles of symptoms:

1« The Storage System loses Ilnformatlon.

In about 10 percent of the MIT system crashes, some
Information In the Storage System |ls Jost.

One of the ways Multlcs loses Information Is to generate a
“re=used addres,'" that s, some corey, bulk store, or dlsk
address ls assligned to more than one page. When a re-used
address 1Is generated, Multics may detect the problem, I1f so,
the naje In nuestlon can be awarded to one or the other of the
segments whlch appears to contaln ity or the pagje can be
cleared and removed from both. In order to avold securlity
problems, the secon1 course should be taken; but from the

user®s point of vlewy this witl result In a "hotle" appearing
suddenly In one of Nnis segments., If the segment whlch is
damaged Is a directory, many segments wlil lose thelr
branches, and thus must be deleted by the salvagera. In some

cases, the supervlisor wlll not detect the damage, because one
of the two clalming segments gets deleted? thls csuses a page
of someone else®"s data to appear In the middte of a user®s
segment or directory, wlth no warnlng.

Elther hardware or software fallure can cause other types of
loss of Information from the Storage System, The system may

crash for any number of reasons: those crashes caused by
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fallure of some Storaje System device wilili ususally cause -~

Informatlon 1oss) crashes due to other causes wll!l In general
Interrupt the system In the mlddle of an operatlon, leaving

one or mnre data bases Inconsistent, and so may result In
Informatlon joss because the data cannot be Interpreted
without Informatlon as to what the system was dolng at the
time of the crash. An example of the second case woulid b2
stooplng Multlcs whlle a directory Is beln3y modlifled: no data
bits have been j{osty but the directory ls unusable because we
no fonger know where wlthin directory control the system was
executling. Often, when Multlcs crashes, we have lost only a
fittile Informatjon, but that nformatlon Is necessary for the

Interpretatlon of a much larger set of undamaged data so that
In offect yuite a lot of data ls lost. (Cne rarely loses a
car, but loslny one®s car keys can be almost 3as bad.)

2. 0Our backun and recovery procedures cost too much.

In particular, Multics spends far more resources on backup
procedures than othar operating systems of comparable
complexity, and yet has a3 poorer record of Information loss.

Storage System catastrophes requlring a complete RESTOR/reload
occur Infreaquently (say once every 2 months), but when they

doy the system relulres a very long tilme to recover -- on the
order of 1?2 hours. “N

Even 1f a crash does not regulre a reload, It takes over 30
mlnutes to bring the system up agaln if Emergency Shutdown
falls and the Salvager must be run.

The [ncremental and complete dumps performed whille Multlcs Is

runnlng comsume 3 startilng amount of machlne resources. For
October 1973, Dumper and 83ckup used over 350,000 worth of
machine resources —-- about one-fourth the system®s capacity.

(Almnost 1,000 more was used by Retrjever.,}

The system lIs unavallable for several hours each day, so that

a SAVF c¢c2an be overformed, Al though improvements in the taoe

drives and the tape oackage wlit enable us to cut thls tlme

down to less than an houry the cost to the system of an hour a

day ls sligniflicanty, and the reaquirement that the system be off :
the alr every day and the necesslty to malntaln an addltlional i
backup mechanism have substantial hldden costs.

Almost all of our backuo and recovery mechanlsms seem to be
doing too much work. And thls Is not because they are bad or
trivia!l programs:?: the backup and recovery subsystems are
large ar1 complex, and represent a conslderable Investment In
projramming,. However, these programs seem to suffer from a
lack of Information as to what data has been damaged or wilil -~
be Jdamaged, ard so end up spending most of thelr time dolny
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work whlch was not needed or wlll not be nreged,

The Stora3ge Svystem cannot handle large amounts of storage,

As the cost of disk decreasesy users wili be able to afford
more storage for thelr computing dollar. If we attempted to
use the current reltoad, salvage, backupy and SAVE procedures
on a system whlech had the equlvalent of 100 NSS=190 packsy we
would 4o nothing but backup whlle the system was uny and be
off the alir most of the time doina SAVEs, satlvages, or
complete rejoads,

Several deslirable features do not flt [Into the current system.

A) though the DSS190 dilsk hardware allows the mountlng and
removal of dlsk packs, Muttlcs does not support removable disk
devices at all. It would be deslirable, furthermore, to allow

removable sacks to Implement removable virtual-memory storage,
rather than simply +treatin3 the disk pack as a blg

random=access tape,

Simllariy, the dlsk hardware currently supports read-only
packsy and there are several large read-only data bases on the
MIT system; but the Storage System does not provide support
for declarina a agroup of segments read-only.

The current backup mechanlsm does not accept any user
Indlcation of when a segment or grouo of segments Is
self-conslstent, As a result, many segments whlch are dumped

are dumped In A state which makes It worthless to retrleve
them.

As the <cost of dlsk storage drops, the notlon of dumping to
dlsk Instead of to tape becomes more attractive. If system
recovery performance 1Is limited now by the time necessary to
locate needed data on dump tapesy then marked Improvements can
be made by dumpnln3y to an appropriately lndexed dlsk packe The
current Storaje System has no provilslion for such a facllity.

The operator [nterface to the Storage System 1ls deficlent.

When a system c¢crash destroys Information, the operator nhas

very {imlted means for dliscoverlng what Informatlion has been
dJamaged. In some Cases, the complete hlerarchy has been
reloaded becausey although only a few segments were lost,

those segments were necessary for normal Multlcs operation and
no programmer was on  hand to re=create or retrieve the

segments,

The w3y davice addresses are asslgned and stored In Multics
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leads to other operatlonal difflcultles. Since pagjes of a
segment can be asslgned to any dlsk unlt In the configuration,
the Joss of any one device means the loss of such a larga

fractlion of the hlerarchy that a reload Is always necessarvye.
Furthermore, slnce dlsk addresses are stored in the file maps
In the directorles, the Storaje System depends strongiy on the
conflguratlon; shringkling and expandlng the system®s devlice

complement regulires the wrltlng of special programs or a cold
boot and compliete reload.
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Goals

From thls general set of concerns, we may draw an equally general
s2t ot joals for the rellablllty of the Multlics Storaje System.

L.

The Storage System should not lose Informatlion.

Muttlcs should crash much tess often than it does now.
Re-used addresses and other damage to the Informatlon In the
Storage System should be prevented by better means than are
curraentiy used. Graceful dagradation mechanlisms Ilke fthe
onilne salvager should be [mproved to the polirt where the
system can recover from many more sltuatlons whlch now lead to
crashes, The MTBF of over 48 hours which we saw for one month
on the €45 s a cause for some hope In thls areaj but Multlcs
has had 1t "bad weeks"™ =- months, even == and even lf the

software were perfectly coded and oroved correct, the system

would stitl crash due to hardware problems, electrical power
fallures, programmer, FE, and operator error, and storage
devlice fallure. If possibley the system should recover from

core parlty, disk parlty, power fallure, and the |lke.

In certaln casesy, 0f coursey we would actually llke to have
more crashes. Having the system crash Is preferable to having
1t contlnue wlthout notlclng an error, since thls may cause
Information to vanlsh wlth no Indlicatlon that It has bpeen
lost. Re-used addresses occaslionally cause the system to
exhlblt thls behavlor?! Multlcs should detect those re-used
addresses which are generated and take some more approprlate
actlon. Since we wilsh to have the system be more reliable
than its weakest component, sef{ f-checklng procedures,
Inctudiny hardware dlagnostlcs, should be Included [In the

supervisor to notlice and act on system componaent fallurese.

Since Multlcs wilhi crash occaslonally, we wWwlsh to have less
damaqge dona when [t does crash. The svstem should rarely Jjose
d4ata stored on device X unless something has gone wrong with
the track on device X on whlich the data reslidesy or there has
been a head crash on device X. In particular, we wlsh to lose
as Jlttle as onossible when core or bulk store errors occur:
only recantliy-modifled segments should be affected, and the
damaje to them should be {imited to the loss of recent
modlflcations, Tha current sltuatlon, In whilch a segment
whlch has been unmodlfled and unused for months [s suddenly
destroyed, due to a system crash not Inviloving a dlsk fallure,
Ils Intolerable.

Less Informatlon should be lost as a result of salvaglng.
Here, t00, we are Jless Interested In additlonal clever
dlrectory-repbulidliny strategles and the |lke =-- bandalds --
than In changes whlch would elther cause the salvager to be
needed less, or would glve It less opportunity to delete
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segments., If Muttlcs were programmed to oprevent re-used
adaressesy, or pagas of zero apoearing In dlrectorlies, or If
directory pagjes were never written to dlsk whlle In an

Inconslistent state, then the salvager would have less work to
dos and could do 1t bettere.

Backup and recovery procedures. should cost less.

We wlsh to minimlze system down time, and to devote fewer
resources to bpackup functions durlng the time the system {s
running. It is worth noting that maklng thre supervisor
extremeiy efficlent by avolding operations which might leave
the dlsks consistent In the event of a crash may be a false
aCONOMy.

The MTTR for almost all (say 98%) of system crashes should ba
jess than 5 mlnutas, The system should not have to be shut
down for backup purposes more than once a week, If only one
device Is aftfected by a crashy, then only that device should
have to be reloaded. Rapld and posltive means for determining
when 3 reload ls needed should be bullt [nto the supervisor.
And a "compliete' reloady of all the disk drlves on the system,
should be necessary only 1f all drlves had a simultaneous head
crashy or [f the system Is movling to a new set of devices or
new directory format.

Chanjes In the economlcs of storaje durlniy the years slnce
Incremental dumping to tape was introduced may have progressed
to the polnt where [t Is no longer senslble to provlide backup
for recently-modlfled flles by dumpin3g them to tape. Even If
tape still 1s the chosen medlumy enough work shoujid be done on
the Incremental backup machlnery so that |[ts cost can be
decreased by a factor of five or ten. Parts of the revlsed
backup scheme described In MCR-1076 could be used to speed up
the dumplng process.

When a reload of part or all of the hlerarchy Is needed, It
should go at a speed Ilmlted only by the capaclty of the
Input-sutout channels of the system.

The Storage system shouid suppoort larger conflgurationse.

Extremely larje storage configuratlons should be usable on
Multlics, wlthout Imoosing a penalty In performance,
rellabillty, or avallabliity. Contlnued Imorovements iIn the
cost/performance of dlisk devices make [t likely that Multics
systems wlth very large amounts of on-line storage wlll be
deslredy and that the device characteristics ot - thls on-llne
storage wlll continue to change. Multics should certalnly be

able to handla a conflguratlion wlth the enulvalent of 100
DSS190 drlves.
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Since new disk devlces wl!l undoubtedly be announced whlch
have different slzes, address types, and operating
characterlstics, the Mul] tics Storage System should be
corstructed so that device-dependent Informatlon, such as dlsk
addresses, Is not scattered through the system. This
Informatlon must be available for use by the Storage System
DIMs, of courses but need not be kept In permanent storage
anywhere axcept on the device [tself.

New features should be added to the Storage System.

The system should be able to support removable disk packs
whichy, when connected to the system, make sejments avallable
for wuse by the Storage System in exactly the same way as
seaments whlch are never removed. Segments stored on a
removable pack should be shareable between usersy protected by
access controly and catalogued wlthln the directory hlerarchy
In exactiy the same way that all other Multjcs segments are.
The contents of a removable pack should not have to be the
contents of 2a tree-structured | sub-hlerarchy; such an
organlzation would jead to convoluted and Inefficlent use of
the naming tree structure to represent storage-allocatlon

declslions.

It should be possible for a system adminlstrator to arrange
the allocatlon of seaments to dlsk packs so that one or more
packs could be normally write=protected while the system was
In operatlon. If the system libraries were glven read-onlty
status, for exampley, no software bug or securlty breach could
Jead to damage to the contents of this pack! and the c¢hances
of the system belng runnable after a crash woutld be much
better.

A rethought dumpling strategy mlight provlde not only a ?1arge
reductlon 1In system overhead, but also the abllity for a user
to Indlcate that a segment or grouo of segments was
Inconslstent, and therefore should not be dumped, or newly
consistert, and therefore lmportant to dumpe.

The onperator lnferface”should be Improved.

Shrinking and expandlng the Storage System®s device complement

should be a stralghtforward operatlon which can be performed
wlthout programmer asslstance,

The relationshlp between the loglcal address of a segment (fIts
posltlon In the hlerarchy) and lts physlcal resldence on the

system®s disk unlts should be controlled or <controlitable SO
that tha Jonss of one unlt destroys a definable group of

information, In partilcularsy It would be desirable to be able
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to run a crlpplea system, perhaps Wwlth some segments mlissing,
If a Storage System devlce went down,

After 3 system catastrophes the system operator should have
access to tools whlch wlll tell him as much as possible about
what went wron3l, what segments have been jost, and whether the
system s runnable.



