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This document, which ls a re11l.sion of 
descrlb~s a proposed new design for the I/O dcemon. 
ls dl11l:1ed into the fol lowing sections: 

MSB 10 9, 
The documert 

I. A brlef description of The problems ~resented by t~e 
current implementation of the daemon 

II. A summary of th.a ~.:.ys in whicn the proposed design 
~tt=mpts lo ~orrlct th~se protiems 

III. Ari overviP.w of rnt: n•Pv• .J<P.::;i9n 

IV. A description of tn·2 O;:>eration5 interface to the oaemon 
under the new design 

v. The "history" of a dprint reQuest under the new design 

VI. A more detailed discussion of many features 
i~plementation, including the management 
orivers .. , console input and output, aM1 the 
errors and abnormal conditions 

of the new 
of "Cievlce 

handling of 

VII. A description of special handling reQuired for a remote 
printer/punch combination 

VIII. Methods of accounting. 

Th 1 s doc um en t assumes so ire fa mi 11 a r it y 
imolementation of the I/O daemon. 

with 

I. FROBLEMS ~ITH THE OLD I/O DAE~CN 

the present 

The present Multics I/O daemon, with one independert 
process per printer, has a number of basic problems. The most 
serious of these ares 

1) All I/O daemon processes are drlven by the same generallz£d 
Qudues. At present thls results in inconvenience, since a 
daemon which ls only running a printer can receive punch 
ra~uests, and vice versa; with the advent of remote 

Multics ProJect internal working documentation. Not to be 
reproauced or distributed outside the Multics ProJect. 
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3) 

5) 

printers, it will become an intolerable aifficulty. 

Tn-3 lack of systematic communicat.i.on between two or mo,re IIO 
daamon processes reQuir$S removing each reQuest from tre 
Qu~ue .tl.il.2£.~ .it is performed, to ensure thc.t no reou.est is 
performed more tran once. This r~~u.i.res special precautiors 
to ovoid losing reQu~sts which are in ~regress at th~ tine 
of a system shutaown or crash. 

As a result of problems 1> and 2> above, re~uests whicn 
cannot be procHssed when they are receive~ (for example, 
punch requests received by a aaemon which hos not attach£d 
a punch> must be r~placed In the Queue by thE da~mon itself. 
This oegrad~s priority scheauling and results in inaccurate 
accounting. 

Although each da~mon process can run ooth z printer and a 
puncn, it cannot run them simultaneo~sly; the printer is 
idle while the punch is running, and vice vErsa. 

Once a reouest .i.s completed_-- or is bel ievtc by the aaemon 
to oe completea -- lt ls gone. If a prir.tf:r, for exampll, 
has oeen having riobon or paper problems for the past fo1..r 
re~uests, and no one <lnclucing the printer software) hes 
not i c e o i t , t he on I y r em e d y i s to re sub m i t t t-1 e r E: Que s t s. 

I I. PRO POSED SOLUTION 

The new design attempts to solve al I of the 
abovementioned probl~ms. The central feature of this design is 
the concept of .QD~ centra I I/O aaemon process, cc: I led the "IIO 
Coordinator" (or "I/O Daemon Coordinator"), and a let of 
subordir\at£, processes callee "device drivers." Each driver wi II 
run on~ oevice, ana wi 11 be fea reQuests one st a time by the 
coordin3tor. Thls aesign meets the above proble~s as follo~sl 

1) Each "cE:vicE: class" .i.s fed from a separate a~eue (or gro1..p 
of priority-ordereci queues). A "'device cleiss" is considereo 
to be a pair [device type, locationl; e.g., "on-site 
printer" woulo be one oevice class, "on-site punch" would te 
anoth~r, "remote printer at CISL" lfjoulo be a thiro, etc. 
There can be cny number of devices in a given class; each 
devic€ would have its own "driver" proc~ss, but they would 
all b~ fed from the same set of aueues. Th~ dprint comma~d 

wi 11 p I ace reQuests In one oueut;; or anothE.r in accordance 
with c:. new "-aevice_clsss•• ("-dvc") control argument. 

2> Re~u~sts ~re reaJ from the Queues by the cc~rdinator only, 
so thtre is no duplication problem. A reo~est is not removEd 
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from the queue until 21t~c it has been comr,leted. 

3 ) No a t t f: m P t w i I I b e ma d e t o pro c es s a re q u e s t u ri J e s s t here i s 
a driver <and a device) waiting for 1t. Besides, since 
reNests are not destroyed until they havE been performed, 
thdre is nevQr any necessity for the ac-emon to replace a 
re~uest in the aueue. 

4) In gent:rdl, no two devices wll I be run by the same driver, 
so there ls no reason why two essentially independent 
de11icf:s ceinnot run <effectively) simultaneously. (The 
so~cial case of a remote orint~r-punch combination, which ls 
not strict I Y speaking two independent aevices, rdl 1 be 
discussed later 1n this document.) 

5) Each request, after corrpletlon and deletior from the queue, 
w i II be ch a i n e d on t o a s p e c i a I I 1 s t f or a f ix e d p er i o d o f 
n 11 e < I i k e h a I f an h o u r > • s u c h a re ~ u est rd I I be re p e at a o I e 
any time within the specified limit (but will c~l te 
automaticc:d I y redone 1 f the system crashes wl-1.iie it is in 
thd list). Half an hour after the ccm~letion of each 
re~uest, c:n c;;tarm wi II 90 off, and the oloest reouest in the 
list 1-dl I Le deleted. 

Wt have considered the posslbllitv cf operating the 
various ~evlces from a single process, out this ldec;; introduc€S 
several problems which are unlikely to ba solvec by the time that 
we will neeo the new daemon to run remote devicss. In particular, 
such a Jesis;n would entail either the aeve:lopment of a new 
asynchronous I/O interface or the introauction of subtasks within 
a procass <or both>. In1plerr.entat.iori of both of tr.ese features ls 
being conslctrea for the future, and, once they are avallable, it 
wil I pr:)batty not b1::: excessively dlfficul t to adapt the cesign 
described htrein to a single process. 

III. OVERVIEW CF THE NEW DAEMON DESIGN 

The l/O coordinator w.il I be driver by wakeups comlrg 
from the v~rious aevice drivers, indicating that they are reacy 
for worK or have Just completec requests. The coordinator 
prcicess will he.VE a process-group ia of IO.SysO;,emon.z ano will 
be cre3tea in the same manner as the pres•nt I/O caemon 
(p!"~sum.3bfy, in most cases, as part of c.n e><ec_com executi:d c;t 
system-;:;tart-up time) • .Qc..iJt~C processes will gereral ly be callEd 
CLASS.SysO~emon.z, {1) where CLASS ls the rame of the oevice 
class tne oriv~r ls running; these croc~sses wit I be created ty 

(11 Drivers that run remote devices belonging to users may be 
given aif fErent proJect ld"s for accounting p~rposes. 
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op9rator "login" commands. Oepend.i.ng on the: clc,ss of the driver, 
its process nil I e.i.ther attach an on-s.i.te dev.i.c~ 8nd begl~ work, 
or wait unt.i. I it receives a "d.i.al" command dram e remote device. 
tWhen it receives the "dial" commano, the driver ~ill do further 
chackinJ, such as ensuring that the device is of the correct 
type, 3nd possibly requesting a password.> <1> Input to ard 
output from these processes may be routed through the Message 
Coordin-'ltor. 

Once & drlver process exists, the runGi~g of the aevice 
wil I bd largely automatic; operator .intervention will only te 
re~uirej in specisl c.i.rcumstances. Suen op~ratcr commands as dre 
re:::iuired w.i.11 general I y be addressea to individual drivers; the 
mo~t usual method for issuing such a command will be to type it 
on the Jaemon console <which might be ar.y of several consoles> to 
be read by tne oriver when it is next ready (set telow). 

rv. OPERATIONS INTERFACE 

(Notet This section does not include the sp~cldl 

re~uireJ for c. remote pr.i.nter/i;unch combirstion, 
descr.i.bed in Section VII.> 

hard I irg 
which ls 

The coo rd i n at or w 11 I norm a I I v be I o gg e d l n 
automat.i.cal ly in ihe course of system start-up, but lt can also 
be 10,ned ln manually from any console ccinnected to tre 
inlt.i.allzer through the message coordinator, .i.fl the same nianl"er 
as the oresent I/O aaemon, i.e. by typing: 

login IO SysOaemon lo 

but th.i.s corrrrana ~ill be accepted only lf the coordinator ls n.&1 
already logged in. 

A driver process can be created by typing (again from 
the lnlt.i.alizer console)s 

log.i.n CLASS SysOaemon DEV_ID 

which wil I creat~ a process to run aevice DEV_IC, .::ind 9lve it a 
source namt. of CEV IO. (2) Th.i.s process wl 11 si9na I tre 

(1) Presumc:.bl y scme of the drivers wl 11 te brought up ct 
system-:.tar·t-up time as wel 1. 

( 2 ) These pro c e s s e s c a n a I s a b e I o g g ea l 1"1 I .i. k e n o rm a I u se r s f r c m 
any console; in addition, the coora.i.nator•s eir.c c:rivers• i::roce~s 

over seers w l I I con ta l n a "t es t " en t r y pol n t en at I l n g th em to t e 
tested within the re~ular Multics command enviror.rrent. 
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r coordln:itor wtH:n it ls rE:!aay to run (either iir.mediately or when 
it receives a valid "aicil" c:.>mmand from .;:rn apprcprlate devlce>. 

The coordinator wi 11 lmmediatel y start feed lng requests 
from the QueuE:!s for that aevice class to the oriver, which wil I 
execute them on the specifiea device. If the o~erator wishes to 
type furthe:r commands to the arlver, he should ty~el 

r CEV_IC COMMAND_LINE 

If the driv1:tr ls .1.dle, it w.i.11 receive the command immeaiately; 
i f i t .i 'i Pr o c es s i n g a re Que st , i t w 1 I I re G e i v e t he c om ma n a w he n 
the current reQue:st i::> finished. 

The command thus .input can be any o~e of the fol lcwingl 

detach 

this commend effectively jetachas the devic~ and aisables t~e 
driver. It can be used ~nan some temporary probl~m arises en t~e 

device. The driver is inhibited from receiving output rea~ests, 
but its process is not destroyed. 

attach 

This ls usea to undo a previous "•jetac.h .. commanc; lt restores the 
device to service and enables the driver to rec~i~e requests from 
the coordlnator. it has no effect on an already attached driver. 

logout 

This co~mano is used to terminate t~e driver crccess. 

rl:ilstart n 

Thl s comm.3ncJ couses a I I req1..ests performed by this driver which 
ar= stil I available, startiny with the one to whlch it asslgnEd 
the identification numb-:r Qt to oe redone. All Cl~vices of tne 
sam~ class wil I be eligible to perform these restarted request~, 
and they will taKe prlorlty over regularly-oueued requests. 

ssve o 

This commdnd prevents any request performed by this driver, 
' startlnJ with the one it ass.i.gnea the identification number .C.t 
""i from belny Oeletea from tne list of scived reouests. {Deletion is 

reenabl~d after the request has been redone in response to a 
"restc;rt".> It m.i.ght be used when a .. restart o" command ls 
antlcipateo out cannot be issued yet (e.g., becsuse the printer•s 
ribbon has to be replacea first). Requests for which .. restart" 
has been lssueo are automat ica 1 ly "save"d unt l 1 after they ha~e 
been reJone.. 
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If lt ls necesssry to interrupt a driver in the middle 
of a rEquest (for exa:nple, J.f a print re·Juest is i:roJuclng' rearrs 
of garb~ge), a QUIT snould be signalled oy typi~gl 

oult OEV_ID 

Println~ (or punching) wil I oe suspt:nded, aro the driver wll I 
await a further command. This command may bt; any of those 
described cbove, in which cas~ the driver wi I I tehave as !f the 
"kill" command described below had been input, sna then proceed 
to execute the command typed. In adaltlon, any cf the followlrg 
commands msy be typed <a;iair. J.n the format "r DEV ID COMMAt-.C") 1 

kll I 

The current request is aoortea, out ls saved ii" the list cf 
restart,ible reouests. The driver proceeds tc the next request 
(lf any). 

cancel 

Th'.! current reauest is aborted, but is .ail s:u1~d. The orlver 
proceeds to the riext reouest (if any). 

restart 

If input t!l!h~ an argumer;t, this command catJses the currer;t 
request to be restarted frorr the oeginnin~ (as if lt h<id Just 
been received from the cooroinator>. 

v. THE HISTORY OF A OPRINT REQUE~T 

A user enters a dprint reauest in the same manner iS 
before, except that an aodltional optional central argumert 
("-aevice_c lass" or .. _dvc") may be inc lu:Jea. The reQuest wll I be 
placed in the rressag~ se~ment which repr~~~nts the specifl~d 
priority Queue for the specified j~vice class. (1) The reQuest 
wll 1 r3maln in the ::iueue until a driver· of the right class wakes 
up the cooroin&tor to say that it ls ready for "erk. 

When the coordinator receivo:s this we: Keup, it• wi 11 
examine the the highest-priority oueub for Th~t class. If there 
is a relue~t ln that qu~ue gfter the one which it had rememberEd 

<1> Th-a "-aevice_c.lass" 
default volue, whlct1 
printer <or punch). The 
being fix~c at three 
install~ticn parameter. 

control c.rgument will, c.f course, have a 
wi I I prcbab I y direct 01..tput to an on-sl te 
numt~r of Priority oueuEs, instead of 

as at present, wl 11 probably be rrade sn 
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as "last reso", <2> the request ls processed c;s described belol'I; 
oth€rwis~ the coordinator repeats lts check en the next lowest 
priority Queue for th~ class, and so on, urtll either sn 
unprocessea reauest is encounterf:o or a 11 queues for the oevlce 
class n~ve been inspected. 

Once the coordinator has found a request for the reaoy 
driver, i't will allocate a .!ll,~-'J:l.Qi.Q.L: for tht· reauest, which 
includes the return arguments from tne m~ssage_segment_$re~d 
ca I I • ( Th Ii! s e a r SI um en t s , .i n turn , i n c I u de d po l n 1 er to the mess as; e 
it~elf.) Other ir.formation placec iri the oescrlptor by the 
coordinator inc1uaes tn~ device ld of the driver to which it hES 
be~n d~Signed, and the priority aueue from which lt was taker. 
Th•.! coordir;ator then sands the driver a wakeui:; over an event 
channel nhose nsme was passed to the driver whEon it first carre 
up. 

The ar.iver, when lt receives the wakeup, wil I process 
the ria~ue~t ir• mucn the same way as t~e curr~ntly-exlsting I/O 
d a e rn on , l. n c. I u d .i n g a cc e s s- c h e c k l n g an d a cc o u n t l r g • C I t w i I I ~i 

delete a file for which the "-delete" option .-•as sp~clf.ieo.) It 
wil I also fl 11 .in additional lnformatlon in the reQuest 
descriptor, .incluciing the reQuest•s se~uential ldentif.icatlcn 
nurntier and v<Jr.iC'us sratus .information <such a!: abnormal I/O 
status coaes, indicators of wnether the rea1.1est was k.i I led er 
cancell.:td, t:tc.>. Hhen .it hc.s finished printing <er punching) the 
reQuest, it senas a wakeup to the cooralnator, passing lt tt;e 
o f f s e t :> f t he r ~au est j es c r l p t or .i n t he e v en t n: L s s a ge • 

When the coordinator receives th.i.s wakeup, .it wl 11 
recor;l the clock time in the request descriptor, c,nd threso ttie 
descriptor on to the end of a list of completed reouests. <The 
coordinator ket:ps static pointers to the head aria tall of this 
list.> It then sets an alarm to ~o off half an hour <or wratevfr 
othtir l11terval ls chosen by the install::.tiont of clock time latE:r 
for removing the dE:scrlptor from the "completec .. list. It ls st 
this point that the reQuest itself is deleteo from the message 
segment. No~, if the ar.i.ver has lndlcatt:d that it ls reaay for 
more work, the coortt.inator wll I inspect tt'.4= queues for that 
device class, starting with the hlghest-prlorlty Queue as befor(. 

Our original request, meanwhile, ls sitting in tr.e 
"completed" list. If the driver that performea lt receives the 
operc.tor corrmand "restart o.", where o ls less than or equal to 

•· the .identification number of our reQuest, the coordinator wl I I ·t; 

<2> The coorolnc.tor keeps a record of the uniaue .id of the last 
messa9e processed in each queue and, when cal lea upon to inspect 
the queue c~alr., slmp I y reeias the n.c~! messagE- <if the I ast-resd 
message has been deletea, the first m~ssage ln the queue ls 

~ re:JCO • 
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feed all ar.i.vers for thc.t device class from the "completed"- list 
rather than from the me:;sagt:: segment queues, unt i I al I subs•JQuer·t 
re~uests origin~I ty orocessed by tnat dr.i.v€r <including our 
friend) havt:: been redone. (Oescriotors marked as "restartec": are 
n o t re th r ~ a a e d 1 n to t he .. co mp I et e d" 11 s t , but are I e f t i r: · + he i r 
original positions; nor is a new alarm set after a restartEd 
reQuest is finished.) 

When the nalf-nour alarm <set at the origin€1 
completion cf our request) goes off, the coordinstor will· free 
the 11cil dt:1scriptor on tne "comoletlild" list, alcr·.g wiht with its 
associated ~essage, unless that request is currently being redore 
or has beer; n:arked <ls "saveo 11 • <Before the descriptor and messa!;;e 
are fr~ed, the .. -aelete" option, if specified, ls hone.red.) Since 
there is a one-to-one correspondencd oetween rtouest completiors 
and alarms, the "'completed .. list will not pile llP indefinitely. 

If when the oriver originally wakes u~ the coorcinator 
on comoletion of a request, it indicates thct the request wss 
cancellea (by sn operator "cancel" commanc), the reouest 
descriptor is o,g.l threaaed into the "completeo"' list; insteaa, 
after jeleting the m~ssage from the ~ueue, the coordinator frets 
the re~uest and its jescriptor immediately. 

vr. FURTHER IMPLEMENTATION DETAILS 

1· Initialization of coordinator. 

The names and chdracteristics of vel.i.j devices ano 
device classes are kept in an ascii file whose format is sJmilir 
to that of s bindfile. <This file must be set up prior to runnlr.g 
the daemon.> When tne coordinator is log~ed in, it translates the 
contents of this fl le into a set of binary tables which it ara 
the driver s:;rocesses wi 11 use to keep track of what classes ard 
devices are available and/or running. It wil I also set up arecs 
for re~uest messa9es and descriptors, and make its process id 
available to driver processes. 

2. Initialization of arivers. 

When ~ driver s:;rocess is ready to run, a speclsl 
initializing procedure is invokea. This procedure will te 
responsibl~ for cre~ting an event wait cnanrel over which the 
coordinator may signal tne oriver, as wel I as initiating al I data 
se'Jments that wil I be used in communicating w.itr the coordinator. 
In addition, it wil I attach its device through~ LlIM whose narre 
is iri tne ta~le of aevice-class- anc dev.i.ce-depencent informatlcn 
set up by 1 he coo rain a t or • 0 n c e i t has done t h E s e t h i n gs, i t w i I I 
p I ace i t s d e vi c e .i. d and the n a me o f th e El v Ul t ch an n e I i n a 
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reserve;i area (which it ~i 11 lock from other dri\IE:rs) and send a 
wakeup to the coordinator along an ev~nt cal I chan~el provided 
for lnfJrming the coordinator that a new driver process has been 
created. It then goes tlock~d waiting for t~e coordin6tor to 
finish initializing the driver description. 

The coordinator, on receiving the wake~~, al locates a 
structure for communication with the driver, in which it places 
the drlver•s process id, the name of the chanr.el over which lt 
expects to be woken up between reQuests, and the information thst 
was provideo by the driver. <1> It sends the driver a wakeup to 
inform it that it has set up this structure; the driver th~n 
unlocks the area where it put its device id, etc. 

3. Ini;:ut to dr·l vers 

Once the ariver process has oeen lnitlslized, it should 
always oe doing one of two tninys: 1> perform.in~ c prlnt or punch 
re~uest, or 2) wa(tlng to be sent a r~quest from the coordinator 
or a commsnd from the operator, whichever hapi:ers f lrst. It is 
not desirable for the coordinator to al locate a descriptor for a 
re~uest until it knows there ls a ariver ready to process it, nor 
do we wish to send a request to a driver w"ich has meanwhile 
started to process operator input. Therefore, the drlver must ce 
able to keep control of ~hen lt goes blocked for input if there 
is no reso-ahead. It does tnls ov uti llzing the "read_status" 
or:ler cal I to the tty_dlm tsae MCR 1175). t2) The oaslc algoritnm 
is as fol lol'os& 

<1> Tne driver checks for input by i~sulng tne "read status" 
order ca I I. 

<2> If there ls already input, the driver reads lt through 
ios_$read ano processes the co"mand as described earller. It 
then goes to step (1). 

(3) If there is no input yet, the driver senas c. wakeup to the 
coordinator indicatin~ that lt ls ready for work, ana goes 
blocked on a l.i.st of event walt channels, of which the first 

(1) For purposes of secur-ity, each driver•s structure ls 
allccateo in s separate segmtnt, to which only the coorainator 
and that drlver have access; this avoids access problems thct 
m.i.)ht Jtherwise arise when non-SysOaemon drlvEr processes are 
runriln!:h since the driver must have "w" access to this structurE. 
For the same reason, when the coordinator senas the driver a 
reluest, it copi~s the r~~uest descriptor irto the 1rlver•s 
communications segment. 

(2) Thls oroer cal I wi 11 oe implemented in the g115_dim as wet 1. 
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is thE" channel returned To it by the "read_status" cal 1, arid 
tn~ second is the channel over which the coordinator sencs 
r~~ue~t wckeups. 

('+) Tne coordinator wJ.11 check To see lf it has a reQue~t 

( 5) 

availotle of the device class associated with the driver. If 
it hos one, it checks a bit in the driver·~ communications 
structure to see lf the driver is stlt I rf'ady (since .it 
miJht have r~ceived input in tne meanti~e). If it is ready, 
tne coordlr1c,tor 5t:ts another bit indicat lng that .it is aoout 
t o s en c r he d r i v ~ r a r e :l u est ; i t then a l I o ca t e s a de s c r i Pt c r 
tor the reauest and sends the oriver a wakeup. 

If the next wakeup the driver receives i s from the 
co::wainator, it precesses the reQuest and sends the 
co or di na tor 0 wakeup inaicat ing that th£ request is 
f lnish~o. It then checks to see .i. f any inp\..lt nas com~ in; l f 
th!ir e J.S any, .i. T goes to step ( 2) ' otherwi~e lt goes block£d 
a]3in cS in step ( 3) • 

<i:>> If th~ driver rece.i.vE:s a wakeup on the char.nel des'ic;;nated 
for lr.µut, lt proceeds to step (2) YD.l.i~~ the coordlnatcr 
has set the "reQuest-pending" f tag as described in step (4). 
In this latter case, the driver goes blocked l2nl.x on tre 
co~rdinator channel; when the waKeup arrives, it perforlfS 
the r· (: Quest , m arks .i. t s e I f as rut! re e> d y , sen d s t he 
co~rdin~tor a wakeup signifying the cc~~letion .of the 
re~u~sT, anci proceeds to step (2). 

If the driver receives a 11 Quit" signal, it wlll lfaKe a 
normal cat I to .i.os_::Sread ana go blocKad if necesscry, since aft£r 
a "auit" only operator input is of immediate interest. 

When the ariver ~oes blocked as described in step (~) 
above, it sets a 3C-secona real-time timer; if this timer goes 
off o~forE dny oth~r wskeup ls received, thf. C:rlver sencs the 
coordinator another "ready-for-~ork .. wakeup, enc goes blocked 
again. This procedure has a twofold purpose: for one thing, it 
ensur~s thEt the ariver wi I I find out if the coorclnator proce~s 

has ceasea to exist (otrierwlse, the driver might remain blocked 
.i.njefinitely); for another, it causes the coordinator to check 
and se~ if any requests have oe~n placed .i.r. the Queues ln t~e 
mean t i me • T he t l mer i s can c e I I e d w 11 e 11 e v er t he d r l v er rec e i v es a 
legltlmate ~aKeup from the coordinator or for input. 

CARO READING 

There ls no reQson, actually, th~t the coorainatcr 
should aver hC:tve to know about card-reading. Or. the rare 
occasions ~hen Operations wishes to read in a card deck, en 
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Input.SysDaEmon <or Cards.SysOaemon> process csr be logged ln to 
attach the care rEader. A start_u~.ec for such < process can te 
provldeJ to invokE: tht! "reaa_cards" procedure outomat ical ly. 

The cord reader attached to a remot€ prlnter/punch is a 
sllghtly sp~ciol case, which is dlscuss€J in Sect,on VII below. 

MESSAGtS FRCM THE DAEMON 

The drivers wil I have several differert kinds of outpl.lt 
to produce <asid€ from the i:;rint.ing and punching of user flies> 1 

"normal operc.tion" messayes ("Request 75.21 Prlntir,g 
>coc>info>bugs.info for Girtel I.Multics.a", etc.>; warning or 
"information" messages ("Enter reQuest&", ""No punch requests in 
quaue", etc.>; and error messages <which category includes 
ques.tlo~s seni through command_Query_, e.g. "Do you wlsh to 
cc.ncel reQuest 7~?">• These three types of mess:ages may want to 
go to thrEE different places, and accordingly wl II be written en 
three different <or at lea~t differently-named) streams. "t-;orm£.I 
ooerat.i.on.. messages w.il I oe written on "los;;_output" ano w.i.11 
probaoty be directed to a flt~ for later exc.mlrc:·tlon <lf anyone 
.i.s interested). Warning messdges wl 11 be written on ''user_output" 
and should probably appear on a terminal. Error messages ~ii I be 
written on "error _output'" ano .!lULiJ: appear on a termina 1. The 
routing of al I tnese streams wi 11 be performed through the 
mE:ssage coordinator; for devices in th~ machine roo"' 
.. error_output" and po~sibly "user_output" for e:ll drivers will 
presumaoly be a.irected to a single console, wrere£s for a remote 
printer/punch ihE:Y wi 11 most liKely appear on t11e printer. (1) 

The coordinator wil I probably produce error messages 
only-; these will be written on '"error_output" ano may be sent to 
the sam~ ccnso I e as the on-sl te drivers• "error _output". In 
adjltion, certain serious error condltlons wi 11 be recordec on a 
"'log_output" stream, which n:ay be directad to c:; file for future 
reference. 

ERRORS ANO ABNORMAL CONDITIONS 

The primary goal in hanc:Jl.ing errors crlslng ourir,g 
daemon Jperatlon ls to ensure that the requisite lnf ormation ls 
report;d wh.ile disruption of normeil operations is Kept to a 
minlmum. In any case where recovery is possible, the process 

(1) Si:nilc.rly, on-site device drivers will generally re'c 
"user_lnput" from the same console, and remot£= drlvers will recd 
fro~ th• r~rrot~ card reeider. 
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which encountered The error wi 11 rei:::ort it and cor.tlnue its work. 

1. Errors while processing a reauest 

Ttiese ~i 11 be handled very much as in the preser.t 
i111plementc.tJ.on. Missing or zero-length segll'E:rts, insufficiert 
access, etc. wi 11 rl!su It in the request being skipped; I/O errors 
and unclaimed si~nals ouring printing or punching (e.~. 
out_of_bouncs b~cause a segwent was truncated or ~eleted out from 
unjer tne ac.emon> wil I cause the request to be <borted. In either 
case, tne ariver wl 11 proceed to wake up the coorcHnator as if lt 
had completed the request, but lt will also place a status/error 
co~e in the request descriptor. The coordinator can use this cooe 
to decide whether or not to save the reQuest in the "completed 0 

list, and ~lso in certain cases (e.g. "device not attached") 
whether the \lriver is still usable. 

2. Sl'Jace al location problems 

If there ar~ c. large number of very busy drivers, it is 
re~otely possible that t~e area used for rea~est messages wll I 
get f.i. I led up; .ir. this case, an error mE::ssage wi 11 be written en 
"er"ror_output" c.nd J.n the system log. The coordinator wl 11 then 
free tha oloe-st reauest on the "completed" list <i:.rovided it is 
not in th~ process of being redone~ and try the ~I location agair. 
If this ~rror recurs frequently, it strongl~ suggests sorre 
systematic problem in the coorcHnator•s spc:,ce al location 
procedures. ·S.i.mllar consiaerations apply if the srace for request 
descriorors becomes fu 11. 

3. M£ssag~ segment problems 

Hcndling of oa~ or inconsistent message s~gments will 
be greatly facilitsteo by bn entry point that is being added to 
the message_segment_ programs which wl 11 perrrlt a sufficiently 
privileJed process to fina out if a message segment has been 
"salvag\!d 0 • Wh .. ,never the first driver for any giver. device class 
ls created, the coordJ.nator wl 11 examine and rE:set the "salvagec" 
DlT in dach of that class•s queues. If in resalng a reQuest, t~e 

coordin:i.tor gets d code of error_table._$badseg <.i.ndicating thct 
the message segm~nt was found to be in error ano 5alvaged curing 
that call), it will try to read the re~uest again. If it gets the 
same cvde, lt w.i.11 complain loudly <sendl.ng BEL characters to 
"error_~utput", for excimole) and behave as if the desired mess~se 
was not in tl"le queut::. Any time that a mess~ye seyment is 
dlscovert~a to have bee.H\ salvagea, a message lnaicatlng the:t 
r e Q u e s t ~ ma y ha v e bee n I o s t i s w r i t t en on " I o g _ o u t pu t " • If 
retries arE repeatedly unsuccessful, the best bet ls probably to 
shut th~ d&emon down ~nd look at th€ message segment to try to 
find out why it is unussble. 
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If a message that had previously been read ls found to 
be missing when an attempt is made to delete lt or read the next 
mes s a g e a f t e r i t , t h e c co r d l n a t or w i I I ch e ck t o se e i f t h e 
m e s s a 9 e s e g men t w a ::. s a I v a g e c • I f l t w a s n o t , l t l s pr ob ab I y s a t e 
to dssume th&t someone removed the reou•st (through the 
cancel_Jaemcn_reQuest command) while it was being performea. 

4. Other errors in the coordinator 

In the event of unexplained errors Erising in the 
coordinator process <unclaimed signals, u~recognized avert 
channel nan:._s, bac codes from file system prirrltlves, etc. l a 
m es s a g e w .i I I a pp ear on "e r r or_ out p u t " an ,j t he c c or d in at or w i I I g o 
blocked wolfing for the next event it ls to service, after doirg 
its best to ensure that its data bases are in a consistent statt. 
Frequent occurrences of this kind probably indlcate progrem 
errors in the cooralnator itself. 

5. Lost processes 

If ThE: coorcHnator, in an attempt to ~ake up a ariver 
process, discovers that the driver process no longer exists, lt 
prints an error message to this effect, ano b~haves as if tne 
driver process haa told it lt was logging out; i.e., lt frees 
thi:i dr.iver•s communicatior;s s.tructurE, and rerroves the ariver 
from its list of ~ctive devices. 

If a driver finds that the coordinator process ro 
longer .:xists, .i.t goes to sl13ep for a brief perloo; l'lhen lt wakES 
up it ch€cks to see if the process ia provided in the 
coordin~tor•s data base has changed. If it has, the arlvEr 
re.i.niti,Jlizes itself and announces itself to the new coordinatcr 
as one~ process; otherwise, it goes to sleep again, and repeats 
the test at regu I ar i ntervo Is unt i I the coordinator• s process id 
ctunges. 

VII. REMOTE PRINTER/PLNCH COMBINATICN 

This ls a somewhat special case, since from tt-e 
coordin3tor•s point of vlew tne printer Ena the purch are 
sto~rata a~vices belonging To O.i.fferent classes, but in fact th£Y 
cannot oe r1.1r. simultaneously. As a result, a single process will 
actualli run both aevlces, but it will pr~sent itself to the 
coorcHn.:itur as two separc;te drivers. The following specicl 
c o rn man d s a r e use d t o c on t r o I t he r em o t e d e v i c E: • s pr i n t a n o pun c h 
functions: 

start_print 
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r€quests thc;t only the printer be run. If tne pl.inch was running, 
lt will be dlsablea (as soon as it has finished lts currert 
re':luest>. 

start_punch 

re::iuests that only the punc~ be run. If the prirter w~s running, 
it wi 11 oe oisablea. 

start_print_punch 

requests that requests oe taken fro1 both print and puncn aueueE, 
but that prlnt reauests be given priority. 

start_puncn_print 

re::iuests tr1c;t requests from both print ana punch aueuE's, but thct 
punch raqu~sts be given priority. 

Ore of the four above commands must te issued to st&rt 
running th~ aevice. 

In addition, the fol lowing commands are provided: 

stop_print QC detach_print 

st·lps the servicing of print reauests. If the punch was active, 
it will ccntlnue to be sc; otherwise the process will wc:it fer 
further commands. 

stop_punch QC detach_punch 

has preclsEly analogous mearlng for the punch. 

r~ad_caras 

lr.dicat·~s tr.at the user <operator> intends to fE,ed a deck cf 
cards into the remote card-reader. Neither ~rint nor punch 
re~uests will bt processed while the deck ls being reEd ln; aftfr 
r£·adin1, H1e driver process wi 11 awalt further corrmc.nds before 
resumin1 process1ng. 

After receiving and validatin<J the "cic=d" commano, the 
r~mote jriver process eiwaits a command tel ling it what functicn 
to oerf;,rm.· 

The first time it receives a co~rrind to start tre 
printer, it sends the coordinator an "initializing" wakeup, c:s 
described !n SectJ.on vi; lt s<:nds another suer vrnkeup when flrsi 
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requested to start th~ punch. (1) The coordinator al I ocates t~o 

seoaratd oriver structures, and never noticE~ that tnese t~o 
driver "proces~1:::s" have the same process id. 

~hen the driver is supposed to be processing recuests 
for one device only, it marks the other one•s oriver structure cs 
"not ri:!aay". When it h<;s received a '"start_print_punch" or 
"stdrt_ouncr_print'" command, it marks ~1h structures "ready"', 
ap1 blocks en event ch~nnels for ooth aevices. (2) As a result, 
waKeups for punch re:ouests Un the case of "stc:rt_print_puncr" 
wit I not be rec~ived unl~ss there are no pending ~rlnt reQuests. 
The ariver responds to "stop_pr.i.nt" or "stop_pur:ch" commands ty 
taKing thi:l o~s.i.gnated event channel out of the wait list <ard 
promoting the other one to higher priority if nec•ssary). 

VIII. METHCOS OF ACCOUNTING 

For a ariver i::;rocess operating instal latlon-ownea 
eoiJ.i.pment with a proJ ect ia of ••sysOaemon", accounting wi 11 t;e 
si'll.i.lar in efff:;ct to the present system; that is, the indlvlduc.I 
user whJ reouestea each piece of output wil I be charged according 
to the length of the file ard the priority oue~€ used. For remote 
de v i c es o w rH: d or r E- n t ~ d by c u s tom er s , h o we v er , i t see ms mo r e 
relsonaole to charge the customer for CPU tlme, etc., used by tr.e 
pr·lcess running the device. If the cevlce•s orlver i:;rocess rurs 
as ~. "user" en c;. ~roJ '"'ct chargli:.d to the custorrer, this wl 11 
hc.oµen ::1utomc;tlcc.l ly; tne customer should nonc.Hi~less have a wc:y 
of oscertaining how his I/O daemon charges are bPing spent. 

To facilitdte this, every device will have associated 
with it <in th~ I/O daemon•s parameter file) an "accounting" 
attribute, ~hich wi 11 be either "system•• for SysOaemon-tyf;:e 
accounting, or the pathndme of ~ private accounting rouine. Tre 
general driver accounting routine cal I ed after completion cf 
every o:Jtput reQuest will place in a pdt templs1e entry all the 
rel~vant statistics for the cost of the request. If it is runnirg 
a "sys tam•• c e v .i. c e , l t w i I I pass th i s s tr u c t ur e on to the sys Te m • s 
"cnar::i~_ust=:;r·_" subroutine, which w.i. 11 increment the items in the 
us~r·s actual ~at entry acccroingl Y• Otherwise .it wil I cal I tt',e 

-------------------~--~--------------~------------------------

(1) If the first command it receives ls e.i.th£r 
"start_orint_punch" or "start_punch_print", it wil I send tnese 
two wakaups back-to-bock. 

(2) In .:>the:r woros, the l.i.st of event char1 nels described in 
<:;.:ct.ion VI, part 3, now contains .!.bt:.§.f. channE:I names: the inp\.it 
ch3nnel, th~ request chann~I for the device assigned higher 
priority, eind the request channe I for the other device, in thet 
orjer. 
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private ~ccount.i.ng rout.in~, 

stat.i.stlcs it sees flt. 
which can make whatever use of tre 

Clearly, o ar.i.ver running as a SysOaemon m~j use 
"system" accounting, since other~ise the users of the oevice 
could avo.ic be.i.r.g cnarged for its use altogether; tht:refore the 
dr.iver•s in.itlalizat.i.on CQde, wh.i.ch f.i.nas the specif.iea 
accounting routine, wi 11 not accept a user-su~pJ.i.ed accountirg 
routine if .itne process•s proJect id is .. SysDcernor". 


