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' This document, whnich is a revision of MSB 109,
Qesctxbes & proposed new design for the I1/0 dzemcr. The documert
is divided into the following sections:

L. A brief description of The problems rresented by tre
current implementation of the daemor

II. & summary of The ways in which the croposed aqesign
cttempts 12 correct traese probiwvme

ITI. Ar overview of rne new tesign

IVe A dgescription of tn2 Uperations interface to the caemon
under the new design

Ve The "history"™ of a dprint reguest under the new desigr

VI. A more detailed discussion of many features of the new
irplementation, including the management of 'device
arivers", console input and output, &ra the handling cf
errors and abnormzal conditions

VII. A description of special handling reguired for a remote
printer/punch combination

VIII. Methods of accounting.

This document &assumes sofre familiarity with the present
implementation of the I/0 daemon.

I. FROBLEMS WITH THE OLD I/O DAREMCN

The present Multics 1/0 daemon, with one independert
process per printery, nas a numoer of basic frroblems. The most
serjious of these aret

1) All 1I/C daemon processes are driven by the same generallzed
quaues. At present this results in inconveniencey, since a
daemon wWhich is only running a printer c¢an recejve punch
requests, and vice versa; with the &advant of remote
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printers, it will become an intolerable cifficulty.
2) Tha lack of systemetic communication between two or more 1/0

daamon processes reqguires removing each request fronm tre
quaue pefore .it is performed, to ensurée thet no request is
performed more trhan once. This requires special precautiors
to avoid 1losing requests which are in crogress at the ftine
of a system shutdown or crashe.

3) As a resulT of problems 1) and 2) apove, reguests which
cannot be crgrocessed when they are received (for example,
punch requests recejived by a aaemon which hes not attached
a punch) must be replaced in the queue by the daemon itselft.
This cegrades priority scheduling and results In inaccurate
accounting.

4) Although ezch daemon process can run both & oprinter and a
puncnhy it cannot run them simultaneocusly;: the printer is
idle while the punch is running, and Vvice VEIrSE.

5) Once & requesf is completed -- or is beijievec by the caemen
to pe completea -- [t (s gone. If a printer, for example¢,
has peen havinyg riobbon or paper problems for the past four
rejuests, and no one (inclucing the printer software) hes
noticec ity the oniy remedy is to resubmit the requests.

IIl. PRUPOSED SOLUTION

The new design attempts +to solve al i of the
abovementicned gproblems. The cenfrai feature of this design is
tha concept of gne central I/C daemon process, celled the *“I/C
Coordinator"” (or "1/0 De&emon Coordinator"), and & lct of
subordinate processes callec "device drivers.™ Each driver will
run  on2 Gevice, and will be fed requeaests one st a time by the

coordinator. This design meets the sbove problems as follownst

1) Each "cevice class™ is ted from & separate queue {or grouc
of priority-ordered gueues). A *“device clasc"” is considerec
to be a pair [devica typey jocationl]; e.gey "oOn-site

printer" woulc be one gevice classy “on-site punch®™ would te
another, *remote printer at CISL" would be a thirc, etc.
There can be &sny number of devices in a given c¢lass; each
device would have its own "driver"™ process, but they would
all be fed from the same set of aueues. The dprint commard
will place reqguests in one queue or another in acccrdance
with & new "-device_class”™ (“-dvc'") contrcl srgument,

2) Rejuests are read from the queuss by the cocrdinator onlyy
so there is no duplication problems A reaquest is not removed
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from the queue until gfter it has been completed.

2) No attempt will be made To process a request uniess there js
a driver (and a device) waiting for it. Besides, since
rejuests are not destroyed until they have been performed,

thare s never any necessity for the ceemon to replace a
request in the queue,

4) In general, no two devices will be run by the same agriver,
so there is no reason why two essentially independent
devices cannot run (effectivaely) simultaneous|y. (The
sprcial case of @ remote printer-punch combination, which is
not strictly speaking two indepaendent devicesy will be
discussed later 1in this document.)

) Each request, after compietion and deletior from the queue ,
will be <chained on to a special list for a fixed period of
tine (like half an nour). Such a rejuest will be repeataple
any time within the specified limit (but will potl te
automatically redone if the system crashes while it is in
the list). Half an nour after the ccmpletion of each
rejuest, &n alarm will yo off, and the olacest reguest in the
list wil) ve deleted.

We have considered the possibility c¢f operating the
various devices from a sihgle process, but this idea introduces
several problems which are untikaly to be solvec by the time thset
we will neeg the new daemon to run remote devices. In particular,
such 3 Jesign would entail either the developnent of a new
asynchronous I1/0 interface or the introdguction of subtasks within
a procass (or both)le Implementsatior of both of these features is
being consicerea for the future, andy, once they are available, it
witl probatly not be excessively difficult to adspt +the cesign
described herein to a single process.

III. OVERVIEW CF THE NEW DAEMON DESIGN

The I/70 coordinator will be driver by wakeups comirg
from the verious device drivers, indicating thst they are reacy
for work or have Just completec requestse. The coordinator

process will have a process-group ic¢ of I0.Syslzemron.z ana wilil
be created In the same manner as the present I/0 caemon
{presumablys in most casesy as part of an exec_com executed &t
system-start-up timel. Driver processes will gererally be called
CLASS.SysDeemon.zy (1) where CLASS is the rame of the ogevice
class tne ariver is running; these processes will be created ¢ty

- e s - — ——— —— —

(1) Drivers that run remote devices belonging to users may be
given different project id®*s for accounting purposes.
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oparator *login' commands. Oepending on the cl&ass of the driver,
its process will either attach an on-site devicu and begin wWork,
or wait until it receives a “dial" command dror & remote device.
{When it receives the *“dial" command, the driver wiil do further
chackin), such as ensuring that the device is of the cerrect
type, and possibly reguesting a password.) (1) Input to ard
output from these processes may be routed through fthe Message
Coordinator.,

Once & driver process existsy, the runrirg of the ocevice
will be lergely automaticy operator intervention will only te
rejuired in specigl circumstances. Sucnh operatcr commands as dre
required will generally pe sddressec to individual drivers; the
most wusual method for issuing such a command will be to type |t
on the Jaemcn console (which might be ary of several consoles) to
be read by the driver when it is next ready (see telow).

IVs OPERATIONS INTERFACE

{Notet This section does not include tThe special hardlirg
reguired for & remote crinter/gunch combirstiony which is
described in Section VII,.)

The coordinator will normally be logged in
automatically in 1the course of system start-up, but it can alse¢
be loygjed in manually from any console cunrected fto tre

initializer through Tthe message coordinator, ir the same manner
as the present I/0 daemon, i.e. Dy tTyping?

login I0 Sys(Daemon jo

but this corrana will be accepted only if the coordinator is pgt
already loggea in.

A driver process can be cresated by typing {(again from
the initializer console)s

fcgin CLASS SysDaemon DEV_ID

which will creste a8 process to run device DEV_IC, and give it a
source name of LCEV_I1I0. (2) This process will signat tre
(1) Presumcbly scme of the darivers will te brought up et

system=-start-up time as welil.

(2) These processes can alsc be logged in like nermal users frcm
any console; in addition, the coorginator®'s &src c¢rivers® grocess
ovarseers will contain a "test"” entry point enatliing them fto te
tested within the regular Multics command environment,
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cooardinator when it Is reaay to run (either immeciately or when
it receives a vatiag "aial"™ command from an apprcpriate device),

The coordinator will immediately start feeding reqguests
from the queues for that gevice class to the griver, which will

execute them on the specified device. If the cperator wishes to
type further commands to the ariver, he should tvyrel

r CEV_IC COMMAND_LINE

If the driver is idley, it will receive the command immediately}
if it i3 processing 8 request, it will receive the commang when
the current request is finished,

The command thus input can be any orne of the follcwings
detach

this commend effectively Jetaches tnhe device end aisables the
driver. It can be used whan some temporary poroblen arises ¢cn tre
devices The driver is inhibited from receiving cutput recuests,
but its process is not destroyed.

attach

This is useo to undo a previous "detach™ commancs it restores the
device t0o service and enables the driver to receive requests frem
the coordlnator. it has no effect on an already attached driver.

logout
This commang is used to terminate the driver Lroccess,
restart n

This commar.c causes all requests performed by this driver which
ara still a3vailsbley, starting with the one to which [t assigned
the identification number s to pDe redone., All devices of the
same class will be etigible to perform these restarted requests,
and they will take priority over regulariy-gueued regquests.

save n

This command prevents any reguest performed by this driver,
startiny with the onhe it assignec the identifjication number g,
from beiny deleted from the |ist of saved requests., {Deleticon 1is
reenablad after the request has wpeen redone in response to a
“"rastart.,) It might pbe used when a "“restert pn" comnend 1Iis
anticipatea out cannot be issued vyet (esgsy Decéuse the printer’s
riobon has to bve replacec first). Requests fcr which “restart®
has been issued are automatically "save'd until sfter they have
been redone.
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If it is necessary to interrupt & driver in the middle
of a rejuest (for examnpley, 1f a print reauest is groducing rears
of garbiage), a QUIT snouid be signalied oy typirg? “

auit BEV_ID

Printing {or punching) will ope suspendedy, &rd the driver will
await a further commande. This command may be any of those
describaed &bove, in which case the driver wiil tehave as if the

“"kKill"™ command descriced pelow had ceen input, «nd then proceed
to execute the commana ftyped. In adaition, any cf the followirg
commanids méy be typed (agair in the format “r CELV_10 COMMANC"™)!

Kill
The current request is abortea, put is saved ir the fist «c¢f
restartable requests. The driver proceeds tc the next reguest
(if any).

cance |

Tha current request is aocorted, but is o1 <cveds. The griver
proceeds to the rext request (if any)e.

restart

It input without an argumert, this command causes the currert
rejuest to be restarted frorm the vpeginning (as 1f [t had Just
bean recejved frem the cooraginator).

Ve THE HISTORY OF A OPRINT REQUEST

A Juser enters & dprint raguest in the same manner &S
before, except that an ad¢ditional optional centrol argumert
("-qevice_class'" or “~dvc') may be inciludeas. Tre reguest will te
placed in the ressage segment which represents the specified
priority queue for the specified device class. (1) The request
will r2main in the Jueue until a driver of the right class wakes
up the coorcinator to say that it is ready for vwcrke

When the coordinator receives this WEKEUD Y it will
examine the the nighest-priority aueue for Thet classs. If there
is & rejuest (n that queue efter the one which it had remembered

(1) The "-device_class' control argument will, ¢f course, have a
default value, whicn will creoably direct output to an cn-site
printer (or punch). The numter of priority aqueues, instead of
being fixec &t three as at present, wili probably be made &n
installation parameter., :
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as "last resa'y (2) the request is processed &s described balows
otherwise the coordinator repeats its check ¢n the next lowest
priority agueue for the class, and so ony urtii either &n

unprocesse¢ request is encounterea or all queues for the gevice
class nave been inspected,

Once the coordinator has founc a reaguest for the reacy
driver, i1t will sllocate a gJesgripitor for the request, which
includes the return arguments from the message_segment_%resd
calls (These aryuments, in turn, include a poinier to the message
itself.) Cther information placec in the «cescriptor ¢ty the
coordinator inciuaes the device id ¢f the driver to which it nes
been assigned, and the priority queue from which it was taker,
Tha coordirator then sends the driver a wakeup over an event

channel whose nere was passed to the driver when it first cane
up.

The ariver, when It receives the wakeupy will rrocess
the request i, mucn the same way 3s the currentiy-existing I/0
daemon, including access-checking and accountirg. (It wiltl peot
delete a file for which the "-delete' option was specifiec.) It
will also fiitl in additional information in t he regquest

descriotor, incliuding tThe request®s sequential identificaticn
numuer and varicus status information {such @< atnormal I/0
status coqes,y, indicators of whether the reqguest wes kililed cr
canceilad, €tCes)s When it has finished printing {cr punching) the
requesty it senas & wakeup to the cocoralnator, passing it the
oftset >f the request descriptor in the event message.

when the coordirnator receives this wakeupy it will
record the cluck time in the request descriptor, and threza the
descriptor on to the end of & list of completed reguests. (The
coordinator keeps static pointers to the head arag tail of this
liste) It then sets an alarm to go off nalf an bour (or whatever
other Interval is chosen by the instaliztion) of clock time later
for removing the descriptor from the “completec” list. It is &t
this point that the reguest itself is deleteu trom the message
segments, Nowy, if the ariver has indicated that [t (s reaay for
more WOrk, the coordinator will inspect trhe queues for that
device classy starting with the highest-priority gueue as before.

OQur original request, meanwhile, is sitting ir tre
“complieted” list. If the driver that performeg it recejives thre
operator comnmand “restart n', where n is less than or equal *to
the identification number of our reguest, the coordinator willil

. — —— —————— — -—

(2) The cocorainator keeps a record of thae unjaue id of the last
message processed in each queue and, when callea upon to inspect
the quade &gainhy Simply rezcgs the pgxt message (if the last-resd
message has been dJdeletea, the first message in the gueue s
read).
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fead ail drivers for that dJdevice class from the '“compieted” lict
rather thnan from the message segmant queues, until all subsaquert

requests coriginally processed by that driver (Ilncluding our
friend) have been redone. (Descriptors marked as "“restartec". are
not rethresded into the “completed*™ list, but are left irn their
original positionss nor is & new 3alarm set atter & restarted
request is finished.)

When the nalf-nour alarm {set at +the originzi
completion ¢f our request) goes off, the coordinator will free
the tirst descriptor on the “completed”™ listy &alcorng wiht with its
associated rmessage, unless that reguest is currently being redore
or has beer. marked as ‘'saveqg". (Before the descriptor and message
are fr2ed, the “-gelete' oOption, if specified, is honcred.) Since
there 1s & one-tc-one correspondenc:z petween reocuest completiors
and alarms, the “compieted"™ list will not pile up indefinitely.

If when the dJdriver originally wakes ug the coorcinator
on complietjon of a3 requesty It Iindicates thet the request wes
cencel l=2a (by &an operator ‘'cancel™ commanc), t he request
descriptor is pgt threaued into the 'completeo® lists insteac,
after deleting the message from the queue, the coordinator frees
the reguest and its Jdescriptor immediately.

VI. FURTHER IMPLEMENTATION DETAILS

1. Initialization of coordinator.

The names and characteristics of valild devices ang
device classes are kept in an ascii fiie whose format is similer
to that of & vindfile. (This file must be set up grior to runnirg
the daamon.) When the coordinator is logged iny, it transiates the
contents ot this file into a set of binary tstles which it arg
the driver grocesses will use to keep track of what classes ard
devices are available and/or running. It will also set up arecs
for reguest messages and descriptors, and make its process 1id
avajilapble to driver processes.

e Initiclization ot arivers.

When & driver crocess is ready fo run, a speciel
initializing procedure s invoked. This ¢grccedure will e
responsibie for creating an event wait chanrel over which the
coordinator may signal the criver, as well as initiating all data
segments that will be used in communicating with the coordinator.
In sadditiony it witl attach its device through &« UIM wWwhose nane
is in the tatle of gevice~-class- anc device-depenrcent informaticn
set up by the coorainator. Once it has done these thingsy it will
place its dJdevice (1d and the name of the event channel in 23
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reserved area (which it Wwill lock from other drivers) and send a
wakeup to the <coordinator zlong an event call chanrel provided

for informing the coordinator that 2 new driver process has been
Cfegfed. It then goes Gtlocked waiting for tre coordinztor to
finish initializing the driver gescriction.

The coocrainator, c¢on receiving the wakeug, allocetes a
structure for communication with the driver, in which it claces

the driver*®s process id, the name of tne chanrel over which It
expects to be woken up between requests, and the informaticn thst
Was providea by the driver. (1) It sends the cdriver & wakeup to

inform [t that it has set up this structure} the driver then
unlocks the asrea wherre it put its device id, etc.

3. Ingut to drivers

Once the driver process has been initizlized, It should
always pe doing one of two tninyst 1) performing & print or punch
rejuest, or 2) walting to be sent a request from the <coorcinator
or a command from the operator, whichever haprers first. It is
not desirable for the coordinator to allocate s adescriptor for a
rejuest until it knows there is a ariver ready toc process ity nor
do we wish to send a reguest to a driver which nas meanwhile
started to process operator input. Therefore, the driver must te
ablte to keer control of wnen it goes blocked for input if there
iS no reac-ahezd. It does this by utilizing the "read_status"
order catl to the tty_dim {(sae MCR #75). {2) The pasic algorithm
is as follows?

(1) The criver checks for input by issuing the ™resd_status"
order catl.

(2) If there is already input, the driver reads it through
ios_$%$read ana processes the command as described earlier. It
than goes Yo step (1).

(3) If there is no input vyet, the driver sencs & wakeup t¢ the
coordinator indicating that it iIs ready for work, anag goes
biocked on a Iist of event wait channelsy of which the first

(1) For purposes of security, each driver's structure is
3allccatea in & separate szagment, to which only the coordinator
and that driver have access:y this avoids access problems thet
might »Jtherwise arise when non-SysDsemon driver processes are
runningy since the driver must have "w™"™ access fo this structure.
Fer the same ressony, when the coordinator sengs the driver &
rejuest, it copies the ra2guest descriptor irto the driver's
communications segment.

{2) This orcer calli Wwill pe implemented in the gli15_dim as well.
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is the channel returned to it by the "resd_status" cali, anrd
tn2a second is the channail over which The coordinator sencs
rejuest waekerupSe.

{4) Tne coordinator will check tTo see |f it has a request
availaubie of the device class associated with the driver. If
if has oney it checks a bit in the driver®s communications
structure tc see 1f the driver is stiil ready (since it
misht have received input in the meantime). If it is ready,
tne coordingtor sets another bit indicating that it is about
to senc the driver a reauest; it then allocates & descripter
for the reauest and sends the ariver a Wakeups.

(5) If the nrext wakeup the driver receives s from the
COOriinator, it precesses the request and sands the
coordirator & wakeup indicating that the request is
finisheas It then checks to see if any ingut nas come ins if
there i< snys iT goes 10 step (2), otherwicse it goes blocked
ajain &s in step (3},

(%) If the driver receives a wakeup on the charnel designated
for input, it proceeds to step (2) unless the coorainatcer
nas set the “reguest-pending" flag as described in steg (&4).
In this latter casey, the driver goes blocked gopnly on ftre
coordinator channel; when the wakeup srrives, it pertorns
the request, marks itself as pot reacys sends the
coordginator a wakaup signifying the ccrpletion of the
rejuesty, ancu proceeds to step (2).

If the driver receives a "“gquit'" signsi, it will rake a
normai call to jios_sread and go blocked if necesseryy since after
a "quit" only operator input is of immediate interest.

When the ariver goes oblocked as described in step (2)
above, it sets a 3i-second reai-time timers§ if this timer goes
off opefore any other wakeup is received, the criver sencs the
coordinatcor another "ready=-for-work® wakeupy enc goes blocked
againe This procedure has a3 twofcid purposet! for one thingy, it
ensures thet the criver will find out if the coorcinator cgrocess
has ceasedg to exist (otherwisey, the driver might remain blocked
indefinitely); for another, it causes the coordinator to check
and se2 if any reqguests have pveen placed in the queues in fthre
meantima. The timer is cancelled whenever the driver receives a
legitimate naxkeup from the coordinator or for input.

CARDC READING

There is no reasony actually, that the coordcinatcer
should aver have to KNow about card-reading. Orn the rare
occasions when Operations nwishes to read in a card dJdeck, &n
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Input.SyslUaeron (or Cards.SysDaemon) process csr be |ogged in to
attach +the carc reader. A start_ur.ec for such z process can te
provided to invoke the ‘'reac_cards'" procedure asutomatically.

The card reader attached to a remote printer/pdnch is a
slightly special case, which is discussed in Section VII below.

MESSAGES FRGM THE ODAEMON

The drivers will have several differert kinds of ocutput
to produce (sside from the cgrinting and punching of user files)?$
"normat cperation” messayes (""Reguest 75.2¢ Printirg

>coc>info>bugs.info for GirtellsMuitics.a"™, etc.)’ warning or
"information" messages ("Enter requesti, "No punch reguests in
guaue'™, etc.)’ and error messsgyes {which c¢ategory includes
questions sent through command_qguery_, €eage Do you wish to
cancel request 757'). These three types of messages may want to
go to three different placesy and accordingly will be witten c¢cn
three different (or at least gifferentiy-nameca) streams., "“Normel
operation' mecssages will pe written on iog_cutput” anc will
probaoly be directed to a file for later examirstion (if anvyone
15 interested). Warning messdges will be written on "“user_output"
and should protably appear on a terminal. Error messages will be
written on “"error_output™ and myst appear on a terminal. The
routing of all these streams will be performed through the
message coordinator, for devices in the machine roomy
"error_output”™ and possipbly "user_output™ for el drivers will
presumaoly te airected to a single console, wrerezs for a remote
printer/punch they will most likely appear on the printer. (1)

] The coordinator will probably produce error messages
onlysy these will be writften on *error_output® snc may be sent to
the same console as the on-site drivers® “error_output", In
addition, certain serious error conditions will te recordec on a
“log_output® streams, whicn may be directed to & file for future
reference.

ERRORS AND ABNORMAL CONDITIONS

The primary goal in handling errcrs a2rising curinrg
daenon Jperation is to ensure that the requisite information |is
reported while disruption of normal operations s kegt to a

minimum. In any case where recovery is poscsitble, the process

—— 10 et R i s g e e o . s —— ———— . S s s e o - -—— - —

(1) Similarlyy, on-sitTe device drivers will generally recc
“user_input” from the same console, and remote drivers will reed
from tha renote card reader.
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which enccuntered the error will report it and cortfinue its worke.
1+ Errors while processing a request

These will pe handied very much &s in the presert
implementation. Missing or 2ero-length segmerts, insufficiert
accessy etc. wWill result in the reguest being skipped; I/0 errors
an3d unclaimed signals guring printinag or punching {(e.c.
out_of_bouncs because a segment was truncated or celeted out from
unier tne caemon) will cause the reguest to be zbcrted. In either
casey the ariver will proceed to wake up the cocrdinator as if it
nhad completed the request, but it will slso place a statrus/serror
code in the request descriptor. The coordinator cen use this coce
to decide whether or not to save the request in the “completec"”
list, and eiso in certain cases (e.ge. '"device not attached”)
whether the Jdriver is still usable.

2 Spsce allocartion problems

It there are & large number of very tusy drivers, it is
renotely possible that 1tTre area used for reauest messages will
get tilled ups ir this case, an error message will be written c¢n
“error_output” &and 1n the system logs. The coordinator will then
free ths olcest request on the "compgieted" list (rrovided it s
not in the crocess of being redone) and try the &lilocation agair.
It this error recurs freguentiy, it strongly suggests sone
systematic problem in the coorainator®s spece al locaticn
procedures, Similar consiagerations aspply iIf the srace for request
descriprtors becomes full.

2. Message segment problems

Handling of pad or inconsistent messsge segments will
be greatly facilitstea by an entry point that is teing. added to
the message_segment_ programs wWhich will pernmit a sufficiently
privilejed rrocess to fina cut if a message segment has been
"salvag2d". Whenever the first drivar ftor any giver. device class
is createdy, the cocordinator will examine and reset the ‘'salvagec"
DiT in 2ach of that class®s queues. If Iin resdincg & reaguest, tre
coordinitor gets & code of error_table_%badseg (indicating thet
the message segment wos found to be In error ano salvaged ouring
tThat call)y it will try to read the reguest againe. If [t gets the
same code, it will complain loudly (sending BEL characters to
“error_outputr', for example) and behave as if the desired message
was not in the Qguedec., Any time that a messcye seygment s
discovared to have bean salvageady a message inagicating theat
requests may have Dbeen lost is written on “log_output™, If
retries are repeatediy unsuccessfuly the best tet is probably to
shut tha dgeemon dewn and lock at the message segment to try +to
find out why it 1Is unuszble.
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If & message that had previously been read is found to
be missing when an attempt is made to delete it or read the next

messaye after |t, the ccordinator will check to see [f tre
message segment was salvagec. If it was not, it is probabiy sate
to assume that someone removed the request {through the

cancel_Jdaemcn_request command) while it was being per formed.
4 Ofher errors in the coordinator

Ir the event of unexplained errors erising in tre

coordinator process (unclaimed signals, urrecognized evert
channel nanmes, bac codes from fila system priritives, etc.) a
message will appear on "error_output" and the ccordinator will go

blocked waiting for the next event it is to cervice, after doirg
its best tc ensure that its data bases zre in & consistent state.
Frequent occurrences of this kind probably indicste progrzm
errors in the coorainator itself.,

5e LosT processes

If the coordinator, in an attempt to wake up a ariver
process, discovers that the driver process no lcnger existsy, it
prints an error message to this effect, anc pehaves as if the
driver process hga told it it was logging out} ie€ey 1t fraees
theg driver®s communicatiors structure, and removes the ariver
from its tist of active devices.

It a driver finds that the coordirator process ro
longer exists,y, it goes to sleep for a brief perioo; when it wakes
up it checks to see |jf the process {0 providea in the
coordinator®s data base has changede. If it has, the agariver
reinjtializes itself and announces itself to the new coordinatcer
3as & nea processsy otherwisey, it goes to sleep sgainy &nd repeats
the test &t regular interveils until the coordirnztor®s process id
chinges.

VII. REMOTE PRINTER/PUNCH COMBINATICN

This is a somewhat special casey ctince from tre
coordinator®s point of wview tne printer &enrd the purch are
se€parata devices belonging to aifferent classes,y, but in fact they
cannot oe run simultaneously. As a result, a8 single process will
actually run both dQevicesy, but it will precsent tself to the
coordiniator as two separste driverse. The following specizl
commands &are used to control the remote device's print and punch
functions:i

start_print
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requests that only the printfer be run. If tne punch was running,
it wili te disablea (as soon as it has finished its currert
request).

start_punch

rejuests that only the punch be run. 1f the prirter was running,
it wil] be cisableaq.

start_print_punch

rejquests that requests pe taxken from both print ard punch gueuec,
but that print requests be given priority.

start_puncn_print

rejuests that requests from both print and punch aqueues, but thet
punch raquests be given priocrity.

Cre of the four sbove commands must te issued fo start
running the aevice.

In addition, the following commands are provjded:
stop_print or detach_print

stops the servicing of print reauasts. If the punch was active,
it witd centinue to be sc; otherwise the process will wzit fcr
further commrands.

stop_punch or detach_punch
has precisely analogous mearing for the punch.
read_cardas

irndicataes tret the user (operstor) intends to feed & deck cf
cards into the remocte card-reader. Neither crint nor punch
regquests will be processed while the deck is being rezd in; after
reading, the driver process will await further cormands bvefore
resuming proecessing.

ilrplepeptation delajls

After receiving and validating the "cial"™ commanc, the
remote Jriver process awaits a command telling it what functicn
to perform.

The ftirst fTime it receivas a comrnmend to stert the
printer, it sends the coordinator an *"initializing" wakeugy s
described in Section V13 it sends another suchk wakeup when first
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reguestaed t¢ start the punch. (1) The coordinator sl locates two
separata griver structures, and never notices that tnese two
driver "processes'™ have the same process id.

kWhen the driver is supposed to be processing recuests
for on=2 device orly,y, it marks the other one®s ariver structure zs
not reaay". When it has received a “stert_print_punch" or
“etart_vunch_print®™ command, it marks bpoth structures ‘“reacy",
ard bplocks ¢n event channels for both devicess.s (2) As a result,
wakeups for punch reaguests (in the case of “start_print_punch®

Wwiltl not be received uniess there are no pending frint requestc.
The Jdriver responds to "“stop_print'™ or "stop_purch'" commands ty
taking the gesignated event channe| out of the wait list (ard

promoting the other one To higher priority if necessary),

VIII., METHCDS OF ACCOUNTING

For & dariver rcrocess operating instal latlon-owneg
equipment with & project id of “SysCaemon®, accounting wWill te
simitar in effect to the present system; that isy the individuszl
user wha recuestea each piece of output Wwill be charged according
to the length of the file ard the priority gueLe used., fFor remote
devices owned cr rented by customers, however, it seems more
reasonaple to cherge the customer for CPU time, efc.s used by thre
pracess running tThe device, If the cevice®s criver process rurs
as « “"user' ¢cn ¢ project charged Yo the custormer, this will
naopen automsticallys the customer should nonetheless have a wey
of sscertaining how nis I1/0 daemon charges are bejing spent.

To facilitate this,y every device will nave associated
with it (in tne Is0 daemon's parameter file) an ™“accounting”™
attribute, wnich will be eithar “system®™ for SysDaemcon-tyge

accountinj, or the pathname of & private acceocunting rouine. Ttre
general driver accounting routine callied &sfter completion c¢f

evary oitput request will place in a pdt templete entry all the
relevant statistics for the cost of The request. If it is runnirg
a "systam" cevice, it wil|l pass this structure on to the system's
“cnarge_user_" subroutine, which will increment the items in the
usar®s actust pdt entry acccrcinglys Otherwise it will call tre
(1) If the tirst command it recejives is elther
“"start_orint_punch® or “start_punch_print®, 1t will send these

twdo wakaups back~-to-DacCke

(2) In otner woras, the list of event chamnnels described in
Section VI, part 3y, now contains fhree channel names: the input
channei, the reguest channel for the device &ssigned higher

priority, end the request channel for the other device, in thezt
orilers.
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private &accounting routine, which car make whatever use of tre
statistics it sees fit,

Clearlyy, & driver running as a3 SysDsemon must use
"system" accounting, since otherwise the wusers of the cevice
could avoic being charged for its use aitogether; therefore the
driver"'s initialization codey which finas the specifiecq
accounting routine, will not accept @a wuser-sugplied accountirg
routine if itne process®s project id is '"SysDszeror',



